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In this work, the advantages of a locally diabatic propagation of the electronic wave function in sur-
face hopping dynamics proceeding on adiabatic surfaces are presented providing very stable results
even in challenging cases of highly peaked nonadiabatic interactions. The method was applied to the
simulation of transport phenomena in the stacked ethylene dimer radical cation and the hydrogen
bonded 2-pyridone dimer. Systematic tests showed the reliability of the method, in situations where
standard methods relying on an adiabatic propagation of the wave function and explicit calculation
of the nonadiabatic coupling terms exhibited significant numerical instabilities. Investigations of the
ethylene dimer radical cation with an intermolecular distance of 7.0 A provided a quantitative de-
scription of diabatic charge trapping. For the 2-pyidone dimer, a complex dynamics was obtained:
a very fast (<10 fs) initial S,/S; internal conversion; subsequent excitation energy transfers with a
characteristic time of 207 fs; and the occurrence of proton coupled electron transfer (PCET) in 26%
of the trajectories. The computed characteristic excitation energy transfer time of 207 fs is in satisfac-
tory agreement with the experimental value of 318 fs derived from the vibronic exciton splittings in a
monodeuterated 2-pyridone dimer complex. The importance of nonadiabatic coupling for the PCET
related to the electron transfer was demonstrated by the dynamics simulations. © 2012 American

Institute of Physics. [http://dx.doi.org/10.1063/1.4738960]

Il. INTRODUCTION

Ultrafast dynamical processes play an important role in
many fields of chemistry, physics, and molecular biology such
as in the photophysics of biomolecules and defect transport
in organic semiconductors. These processes are often gov-
erned by nonadiabatic couplings between electronic and nu-
clear degrees of freedom, presenting a special challenge in
their simulation. Several computational strategies have been
introduced for this purpose (cf., e.g., Refs. 2 and 3): wave
packet methods;*? trajectory based simulations;*’ and global
models>?® building on the concepts of Fermi’s golden rule,
Marcus and Forster theory.” From these methods trajectory
surface hopping has gained significant popularity because of
its conceptual simplicity, ease of interpretation and due to the
fact that all molecular degrees of freedom can be included
without prior assumptions regarding active modes.% %4 In
this contribution, a particular focus will be laid on the ap-
plication of surface hopping to charge and energy transport
phenomena (cf. Refs. 14—16). Such calculations impose spe-
cial challenges as the transport process is represented by in-
teractions between several states located on different frag-
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ments and frequent state crossings. Especially systems with
weak interchromophore coupling (for example, because of
large spatial separation) may be difficult to describe accu-
rately. In this case, a very low physical transfer probability
has to go along with a high hopping probability between the
adiabatic states (cf. Ref. 16). It is, of course, highly desirable
that the general surface hopping approaches described above
are able to treat the dynamics for any interchromophore cou-
pling strength properly.

To illustrate the potential problems, in Figure 1, a model
of an avoided crossing in a nuclear displacement coordinate &
is presented. The adiabatic energies are computed by diago-
nalizing the model Hamiltonian

-3 )
H () = 2 (1)
: ( ¢ty

for different values of a constant diabatic coupling c. The
nonadiabatic coupling in the & coordinate follows from
the derivative of the mixing angle with respect to the nu-
clear displacement coordinate & (cf. Refs. 4, 16, and 17). It
forms a peak in the crossing region. As c is lowered (light
grey lines), the adiabatic states start to approach each other
more closely and at the same time, the coupling becomes
increasingly peaked. Note that the area below the coupling

© 2012 American Institute of Physics
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FIG. 1. Model for an avoided crossing at different coupling strengths ¢ (see
the text for a description of the formula used). The adiabatic energies of the
two states involved, as well as the nonadiabatic coupling between them is
shown.

curve always remains constant at /2, and therefore, an in-
crease of the peak height occurs together with the narrow-
ing of the peak. In the limit of ¢ = 0, which means that an
intersection between the two energy curves occurs, the cou-
pling becomes a §-function. For numerical results and a more
detailed discussion of the underlying equations, consider, e.g.,
Refs. 4 and 16. The extremely narrow shape of the nonadia-
batic coupling clearly presents a numerical challenge for us-
ing it for the propagation of the electronic wave function. In
fact the problem is split into two parts’ related to the sam-
pling and interpolating of the coupling vector, as well as a nu-
merically accurate propagation of the electronic coefficients.
In particular, it should be pointed out that a mere reduction
of the timestep length used in the process of propagating the
electronic coefficients is not sufficient if the interaction terms
are not represented correctly. But an accurate sampling of the
nonadiabatic terms may necessitate an increase in the num-
ber of electronic structure calculations, which means that in
some cases the computational effort for dynamics simulations
may be enlarged by an order of magnitude or more (see also
Ref. 18). In this contribution, it will be shown that these prob-
lems can be overcome by using a locally diabatic represen-
tation of the electronic states, which contains only smoothly
varying quantities (whereas the nuclear motion still proceeds
on adiabatic surfaces).'® The method is tested here for transfer
processes, but it may provide significant improvements also
in other situations where highly peaked nonadiabatic inter-
actions are present and, as a consequence, conversion prob-
abilities between diabatic states are low. The case of spin-
forbidden transitions, as an example of this phenomenon, is
discussed in Ref. 19 contained in this Special Issue.

As an initial step results obtained from an analytic model
will be presented. Then two interesting problems will be used
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(@) Pyridone dimer (2-PY) , (b)  PT structure
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FIG. 2. Structural representation and numbering scheme of the 2-pyridone
dimer (a) and the zwitterionic structure present after a single proton
transfer (b).

to test and apply the local diabatization method. First, charge
transport in the stacked ethylene dimer radical cation [Et.-
Et.]" will be considered. This system serves as an important
model system, where the main features of charge transport can
be studied. This work will be concerned, in particular, with
the weakly coupled case present at an intermolecular separa-
tion of 7.0 A. In our previous study, using the standard Tully
surface hopping method in an adiabatic basis with utilizing
nonadiabatic coupling vectors, it was not possible to prop-
erly treat this case due to highly peaked nonadiabatic coupling
vectors.'® This challenging situation will be revisited here and
used as a benchmark case for the different methods of inte-
grating the electronic wave function. The second example is
concerned with the 2-pyridone dimer (2-PY), (Figure 2(a)).
This system can be seen as a model DNA base pair where
both, the processes of energy transfer as well as a potential
proton coupled electron transfer (PCET) can be studied.?”?!
However, compared to DNA bases this system is significantly
simpler, making it a suitable target for experimental and the-
oretical investigations.

Il. METHODS

A. Propagation of the electronic wave function

In the surface hopping approach,®?? nuclear motion is

treated by classical dynamics according to forces coming
from an electronic structure calculation. Interactions between
the states are treated through stochastic hoppings between the
surfaces. The total time-dependent wave function W(R,?) at
time ¢ (nuclear coordinates R are written explicitly here, elec-
tronic coordinates are implicitly considered in the matrix ele-
ments), is written as a time-dependent linear combination of
N, adiabatic electronic eigenstates ¢;(R(?)),

N
YR =Y ci(0)p; (R(1) 2

i=1

and the coefficients are propagated according to®

d Ak
36 (t)=—it"c; () E; (f)—ZCi ®)oji (@), 3)

i=1

where E;(t) is the energy of the jth adiabatic state. The nona-
diabatic interaction matrix element is given as

a
0ji (1) = <¢j R (1)) ’a“ﬁi (R(t))>~ “)
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Traditionally, o ; is evaluated in terms of the nonadiabatic
coupling vector

0i(t) = R(@) - (¢;(R)|V¢; (R))R=k01)» &)

where V denotes the vector of all first derivatives with re-
spect to the nuclear coordinates. Using Eq. (5) in connection
with Eq. (3), will be called “NAC” in the following text. Al-
ternatively, the overlaps of the wave functions between two
successive timesteps

Sji(1) = (¢;(R( — A1))|¢;(R(1))) (6)

may be used.'>?323 The coupling can be estimated from lin-
ear extrapolation as

1
O’ji([) ~ 4_At(38ji(t)_3Sij(I) —Sji(t — At)+sij(l — At)).

(N

Inserting this into Eq. (3), corresponds to a scheme where
wave function overlaps are used in a linear extrapolation for-
malism (OVL).?*»?> The difficulty in both the NAC and OVL
schemes is that, as explained above, close to conical intersec-
tions the o ; are highly peaked and electronic structure calcu-
lations have to be performed with a very small timestep At
to accurately sample this peak. The problem can be overcome
by using a different propagation technique where the Hamilto-
nian matrix between two time steps is interpolated in a locally
diabatic basis.'? At the beginning of each timestep the locally
diabatic functions 7;(f) are set equal to the adiabatic functions

i (1) = ¢i (1). ®)

The row vector {n;(t + Af)} defining the locally diabatic
functions at the end of the timestep is constructed according to

{ni(t + ADY = {¢i(t + ADT, ®

where the transformation matrix T is constructed by a
Lowdin orthogonalization®® of the S(¢ + Af) matrix (Eq. (6)).
Using T, the diabatic Hamiltonian H at timestep (¢ + At),

Hi+A)=TE(G¢ + AD)T!, (10)

is computed by transforming the diagonal matrix containing
the adiabatic energies E(r + Ar). Through this construction,
the dynamic couplings (o) in the locally diabatic basis
should become negligible (as far as the coupling with the
states ¢;, i > N, can be neglected) and are replaced in Eq.
(3) by the smoothly varying matrix elements H;;. Then the
coefficient vector ¢(f) can be easily propagated in the diabatic
basis and finally back transformed to the adiabatic basis

VE@ +H(@ + Ar)
2

c(t + Ar) =T lexp (—i ko At) c().

(11)

In summary, local diabatization (LD) provides a way of
propagating the wave function without explicit reference to
the dynamic couplings (o;) and it will be shown that espe-
cially in cases where these are highly peaked, LD provides
a significantly more stable integration, than the NAC and
OVL algorithms discussed above. It should be noted here that
the LD formalism only affects the electronic amplitudes and
possible state switches, but the nuclei are propagated on the
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adiabatic potential surfaces just like in the other methods.
In particular, if there are no state switches, all three methods
produce identical nuclear trajectories.

B. Analysis of charge transfer dynamics

The microscopic properties of the charge transfer dynam-
ics are analyzed as outlined in Ref. 16 to allow for a statistical
summary of the dynamics and a comparison with the under-
lying ideas of Marcus theory. The first quantity considered is
the probability of an adiabatic charge transfer per single pas-
sage through the transition region. It is reformulated from the
Landau-Zener (LZ) probability as®’

Po=1 —(Hg™) \/? (12)
REITEP\ T Vo )

where Hfjl}ab is the diabatic coupling, v is the harmonic fre-
quency of the active vibration, A is the reorganization energy,
T is the absolute temperature, and h and k are the Planck
and Boltzmann constants, respectively. If, after starting in the
ground state, this adiabatic transfer failed, the system will
continue in the excited state. In the excited state relaxation
process, there is an additional chance for a charge transfer
and hence the global electronic transmission factor is larger
than P, It is given as'®?
2P,

1+ Py

13)

Kel =

C. Phenomenological analysis of excited states

For the analysis of the excited states, we use a recently
developed method, which is based on the one electron tran-
sition density matrix,?® cf. also Ref. 29. This method pro-
vides well defined, automatized descriptors for properties like
the position, delocalization, and charge transfer character of
the wave function even in difficult cases (e.g., delocalized or-
bitals, many contributing configurations). First, charge trans-
fer numbers for an excited state are computed

1
Q= 5 Y (DIACISIAO),,(SIAOIDIACY),, (14)

acA
beB

from the transition density matrix between this state and the
ground state D! and the overlap matrix S9!, both ex-
pressed in the atomic orbital (AO) basis. The summations go
over the basis functions on fragments A and B, respectively.
Using the charge transfer numbers (Eq. (14)), the position of
the exciton in the dimer can be defined as

3 Qp—Q
pos— 4 2=
2 29

where the symbol €2 is used to represent the normalization
factor

5)

Q= Q1 + Qi + Q21 + Q. (16)

From Eq. (15), it can be seen that POS is equal to one and two,
for states localized on monomer one (£21; = 2) and monomer
two (2, = 2), respectively. For excitonic delocalized states
(211 = Q9 = Q/2) and charge separated states (217 = Q2
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=0), POS = 3/2. The excitonic delocalization may be defined
as a participation ratio expression (cf. Ref. 30)

Q2 ( 1 1 )
PR = — S+ .
2 ZA (ZB QAB) ZB (ZA QAB)
(17)

where the summation goes over the two molecules (A = 1,2;
B = 1,2). For localized (211 = Q or 5, = ) and directed
charge transfer states (21, = Q or €;; = Q) this measure
amounts to one. For excitonic delocalized states (211 = Q2
= 2/2) or charge resonance states (21, = Q1 = Q/2) or a
combination of these two types PR = 2. Whereas the POS
and PR values were used to describe the position and delo-
calization of the exciton, electron transfer was monitored by
fragment charge differences (FCD) computed from Mulliken
populations.’!

lll. COMPUTATIONAL DETAILS

The charge transfer dynamics in the ethylene dimer rad-
ical cation [Et.-Et.]* was performed in accordance with the
investigations reported in Ref. 16: A symmetric face-to-face
arrangement of [Et.-Et.]T was constructed using intermolec-
ular separations of 5.0 A and 7.0 A. Surface hopping dynam-
ics simulations were performed at the state-averaged com-
plete active space self-consistent field (CASSCF) level with
three electrons in the two 7 and two m* orbitals of the two
molecules and with state averaging over the two lowest dou-
blet states (SA(2)-CASSCF(3/4)). The 6-3114+G* basis set
was used.’? In a first testing stage short trajectories of about
20 fs simulation time, which exhibited one passage through
the crossing region, were considered. Five initial conditions
each were chosen for [Et.-Et.]* at the 5.0 A and 7.0 A inter-
molecular separations and all three methods (NAC, OVL, LD)
with different time step lengths were tested. This amounted to
75 simulation runs in total. In order to observe the primary
mixing between the adiabatic states and to exclude stochastic
features, no surface hoppings were allowed and no decoher-
ence correction was applied in these test runs. For a statistical
analysis, the following quantities were considered. The mean
of a set of similar trajectories was computed as

N
_1 ®
u (At M)_N Carmo (18)
k=1

where c(Akt)y y denotes the adiabatic population of the ground
state after one passage through the crossing region for initial
condition k (i.e., ¢ is used as a short notation for co(#.ef) of
Eq. (2)), timestep length Af and method M (M = NAC, OVL,
LD). Additionally, the mean absolute error for a timestep
length Ar and method M was computed as
|
e (AL M) = = > ek =l (19)
k=1
The reference was chosen as the average between the results
of using nonadiabatic coupling vectors and local diabatization
for the smallest timestep considered (Afp;n),

*) )
*) _ CAtyin.NAC T €Ay LD
ref = 2 E) (20)
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where the Afyi, was 0.2 fs in the case of an intermolecular
separation of 5.0 10\, and 0.1 fs in the case of 7.0 A.

After testing the methods, a production run of 49 sur-
face hopping trajectories with 1 ps duration and a timestep
of 0.5 fs was performed using the LD method. A decoher-
ence correction with a decay parameter of 0.1 Hartree was
applied,® noting that this is particularly important because of
the small diabatic coupling® and because of the fact that the
system passed through the crossing region for several times
during each trajectory simulation.?> As in Ref. 16, a restrain-
ing potential was applied to fix the relative arrangement of the
molecules.

Following Ref. 21, calculations on the 2-pyridone dimer
were performed using time-dependent density functional the-
ory (TDDFT) (Refs. 36 and 37) with the BHLYP functional
containing 50% Hartree-Fock exchange.®® The SVP basis
set’® with added diffuse functions (SVP+sp) (Ref. 40) was
used. First, test runs using the OVL and LD methods were
performed. Aside from the timestep lengths (Af), two param-
eters affecting the duration of Cl-overlap computations sig-
nificantly had to be tested, the screening threshold B, (the
maximal value of the CI coefficient function By in Eq. (15)
of Ref. 25, for which the corresponding overlap term is still
computed) and the number of orbitals treated as a frozen core
(ncore). For the final dynamics simulations, the LD method
with At =0.51s, Bmax = 1 X 107*, neore = 38 was used. When
using these thresholds reliable nonadiabatic interactions can
be obtained (as shown below) at only a fraction of the compu-
tational time of the TDDFT energy and gradient calculation.
Three excited states were considered in the dynamics. The
initial conditions were constructed from the Wigner distribu-
tion of the harmonic vibrational ground state of the hydrogen
bonded dimer (cf. Ref. 12). Using this construction, the total
energy during the dynamics corresponds to the sum of the po-
tential energy of the initial excited state at the sampled molec-
ular geometry and the independently sampled initial kinetic
energy. The initial state of the dynamics was chosen randomly
according to the relative oscillator strengths of the first two ex-
cited states. This amounted to 100 trajectories started from the
S, state and 33 from the S; state. The trajectories were run for
300 fs. When computing the time-dependent state distribution
(see below), special attention was paid to trajectories, which
could not successfully be run for 300 fs, a situation which
occurred in many cases because after PCET the S/Sy gap ap-
proached zero. In such a case, the state of the last successful
time step was taken for the remaining time steps. Considering
that wavefunctions are not available within TDDFT, overlaps
were computed from the TDDFT response functions, which
have the same formal structure as configuration interaction
with single excitations (CIS),? a procedure, which has also
been used successfully by several other authors.!3 244!

In (2-PY),, proton transfer was monitored by means of
interatomic distances. A proton transfer was considered if the
N;-Hg (N’-Hg’) distance was longer than the Hg-O;’ (Hg'-O7)
distance (Figure 2). In the dynamics, a proton transfer process
was counted if this situation lasted for at least 2 fs. Charge
and excitation energy transfer processes were analyzed fol-
lowing the lines described in Ref. 16: Charge (excitation en-
ergy) transfer in [Et.-Et.]* ((2-PY),) was monitored by using
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the FCD (POS value). A charge (excitation energy) transfer
from molecule one to molecule two was registered if initially
for at least 3 fs the dimer was in the Dg (S;) state and the
FCD (POS value) was smaller than —0.5 (1.05), and later on,
for at least 3 fs, the dimer would be again in the Dy (S;) state,
but now with a FCD (POS value) greater than 0.5 (1.95). The
transfer from molecule two to molecule one was defined in an
analogous fashion.

The excited state analysis described in Sec. II C was
carried out using the transition densities of the formal CIS
wavefunctions*® which were computed for the wavefunction
overlaps as described above. Fragment charge differences®!
between the two molecules were computed from the Mul-
liken populations. In the case of proton transfers, the frag-
ments were adjusted to reflect the movement of the proton.

An analysis in terms of normal mode displacements, as
described in Ref. 42 was performed as well. For each trajec-
tory k and time ¢, the Cartesian difference vector x(k,f) be-
tween that structure and the ground state reference geometry
(xo) was converted to y(k,f) in the normal mode basis by the
relation

y,t) =V (x(k, 1) —x0), 21)

where V~! is the transformation matrix from Cartesian to nor-
mal coordinates computed at Xo. For all non-totally symmet-
ric modes the absolute value of the displacement was taken
since motions into both directions are equivalent. To charac-
terize the y(k,f) vectors, they were first averaged over all tra-
jectories and second the standard deviation over time of this
time-dependent average was computed.

The SA-CASSCEF calculations were performed with the
COLUMBUS 7.0 program package.*> The TDDFT computa-
tions were carried out using TURBOMOLE.?”** For the dy-
namics simulations and wavefunction overlap computations
the NEWTON-X program package'> %4143 was used.

IV. RESULTS AND DISCUSSION
A. Model system

Before proceeding to simulations of molecular systems,
the performance of the three integration formalisms NAC,
OVL, and LD was tested with respect to the LZ model for an
avoided crossing. A one-dimensional time-dependent diabatic
model Hamiltonian between two states was defined according

to
0 c
H() = (C & (,)), (22)
EM=v(—1n), (23)

where the diabatic coupling c, the slope s, and the velocity v
are assumed to be constant. Under these assumptions the LZ
asymptotic expression for the diabatic transition probability

4m?c?
Ppr=1-— exp| — hsv] (24)

is exact. The nonadiabatic coupling between the adiabatic
functions h(£) has a Lorentzian shape with a full width at half

J. Chem. Phys. 137, 22A514 (2012)
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FIG. 3. Landau-Zener model system: relative error for the asymptotic dia-
batic transition probability as a function of the integration timestep. Presented
results are for the three algorithms NAC, OVL, and LD as described in the
main text.

maximum of |4¢/s|. In analogy, the characteristic time 7 to
pass through the crossing region can be defined as

4c
)

T = . 25)

In the model calculations, the values ¢ = 0.0033, s = 0.66,
and v = 0.002 (all data in atomic units) were chosen. This
corresponds to P, & 0.0505 and v = 20 a.u. (about 0.48 fs).
An integration of this model using the NAC, OVL, and LD
using different timestep lengths At was performed. In each
case, an average over 10 calculations was performed using
different crossing times #y according to

to= At (n+ 1)

) 26
k=0,...,9 (20)

where the integer n was chosen such that vn Az, the distance
traveled before reaching the crossing, was about 5 a.u. With
this construction, trajectories with k = 0 directly reached the
diabatic crossing point, whereas the others sampled points
around it. The integrations were started at + = 0 assigning a
probability of one to one of the two adiabatic states and ended
at t = 200 fs. The final probability of the adiabatic state ini-
tially populated was then identified with Pj,. In Figure 3, the
relative error of this value with respect to the exact LZ value
of Py, is shown. For short timesteps (At < t) all three meth-
ods give good results. When At approaches 7, the results of
NAC and OVL diverge. By contrast LD shows impressive sta-
bility up to At~ 41, which is a case where the whole region of
non-negligible nonadiabatic interaction is passed within only
a fraction of the timestep.

In summary, the fundamental stability of the LD method
in the case of highly peaked nonadiabatic interactions be-
tween two states could be shown. It should however be noted
that, as opposed to NAC, the LD and OVL formalisms are po-
tentially subject to inaccuracies coming from the interactions
with “external” states (i.e., the states ¢; with i > N), which
were not included in this test.

B. Ethylene dimer radical cation

The first system considered was the ethylene dimer rad-
ical cation, which serves as a convenient model for charge
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FIG. 4. Mean values p and mean absolute errors ¢ of the ground state pop-
ulation after one passage through the crossing region for the ethylene dimer
radical cation at an intermolecular separation of 5.0 A, considering integra-
tion timesteps (Af) of 0.5 and 0.2 fs and using different integration methods.

transport in stacked m-systems. The complex was considered
with intermolecular separations of 5.0 and 7.0 A, which cor-
responds to intermediate and weak coupling situations, re-
spectively. In an initial step, a test of the available methods
for integration of the electronic Schrodinger equation was
performed. For this purpose, an analysis of dynamics runs
with about 20 fs duration containing one passage through the
crossing region was carried out. The quantity of interest was
the ground state population at the end of the dynamics. The
mean u(At,M) (Eq. (18)) and mean absolute error ¢(Af,M)
(Eq. (19)) over five different initial conditions were computed
for different timestep lengths At and the three methods de-
scribed above M = NAC, OVL, LD.

For an intermolecular separation of 5.0 A, the diabatic
coupling is 0.079 eV, leading to an extended region of weak
nonadiabatic coupling (cf. Figure 1, ¢ = 0.2).'° The mean val-
ues w(At,M) of the ground state population after one passage
through the crossing region are presented in Figure 4. On av-
erage, slightly more than half the population remained in the
ground state. For NAC and LD, there was a very good agree-
ment with the value of 0.544 within £ 0.002 for both timestep
lengths, whereas for OVL slightly smaller values of 0.527 for
At=0.5fs, and 0.538 for Ar = 0.2 fs were found. In all cases,
the mean absolute errors e(Az,M) with respect to the average
of NAC and LD at Ar = 0.2 fs (cf. Sec. III) were about two
orders of magnitude smaller than the mean population trans-
fer, meaning that all methods provide a stable integration for
this system. The largest error, at 4% of the total population
transfer, was found for OVL (Af = 0.5 fs). In summary, it can
be said that all methods perform satisfactory, but that NAC
and LD seem to be somewhat superior to OVL.

Second, the probability of charge transfer in the ethy-
lene dimer radical cation was computed at an intermolecu-
lar separation of 7.0 A (Figure 5). With a diabatic coupling
of only 0.0042 eV this is an example of a weak coupling
region of electron transfer.'® The shape of the nonadiabatic
coupling relates to ¢ = 0.02 in Figure 1. In practice, the cou-
pling vector was so highly peaked that with At = 0.5 fs for
most trajectories there was only one time step with signifi-
cant nonadiabatic coupling when passing through the crossing
region. Considering Sec. IV A, this corresponds to the case
of T & 0.5 fs, meaning that NAC and OVL should require
significantly smaller timesteps for reliable results. In the cal-
culation with At = 0.5 fs, NAC provides an average charge
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FIG. 5. Mean values p and mean absolute errors ¢ of the ground state pop-
ulation after one passage through the crossing region for the ethylene dimer
radical cation at an intermolecular separation of 7.0 A, considering integra-
tion timesteps (Af) of 0.5, 0.2, and 0.1 fs and using different integration
methods.

transfer probability of 0.307 because the numerical integra-
tion of the electronic Schrodinger equation clearly missed the
peak of the nonadiabatic coupling in some of the trajectories.
The charge transfer probability is overestimated by two or-
ders of magnitude compared to the value for Ar = 0.1 fs.
OVL performs somewhat better at the longest timestep length
(. = 0.094) but is still quite far from the result obtained at
a smaller timestep length. LD provides very stable values,
(u = 0.002) for all timestep lengths considered. At At = 0.1
fs, the LD value almost coincides with NAC, whereas OVL
yields an average transfer probability of about twice as much
(u = 0.005). Here, LD clearly yields the most stable integra-
tion algorithm and the results show impressive consistency
over the different timestep lengths. A dynamics simulation us-
ing the NAC method and At = 0.1 fs could be reliable as well
but this would correspond to a five-fold increase in computa-
tion time.

After the above considerations, we chose LD (At
= 0.5 fs) as the method to perform more extended dynam-
ics simulations on [Et.-Et.]* for an intramolecular separation
of 7.0 A. These simulations provide an extension to Ref. 16,
where dynamics at 3.0 A (strong coupling region) and 5.0 A
(intermediate coupling region) were performed. The weak
coupling case of 7.0 A, which had to be omitted because no
satisfactory method of integrating the coefficients was avail-
able at that time, will be considered now. A representative
300 fs section of the dynamics of this system is shown in
Figure 6. For the first 100 fs, the trajectory remains around
one of the minima in the double well potential. The FCD
always stays very close to one, representing a complete lo-
calization of the charge. The energy gap oscillates and in
three instances the system moves close to the crossing region
(represented by a small energy gap) but does not cross the
transition state. The first crossing appears after about 100 fs.
However, the charge is not transferred and a diabatic trapping
situation is obtained through two consecutive surface hop-
pings (this corresponds to Scheme 3(b) in Ref. 16). It may be
noted here that in regions surrounding nonadiabatic events,
some apparent discontinuities are present. However, these are
only related to the discrete and stochastic nature of the dy-
namics, and a change in FCD lasting for only one or two time
steps cannot be counted as a charge transfer (cf. Sec. III for the
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FIG. 6. Energy gap (a) (red circles on the upper line indicate that the system
is in the excited state), fragment charge difference (FCD) (b), and CC bond
alternation AR (c) plotted against time for a [Et.-Et.]™ trajectory with an
intermolecular separation of 7.0 A.

precise algorithm used to identify CT events). For the remain-
ing trajectory, more such events occur. But there is no actual
transfer of charge.

In Table I, the electronic transmission factor k. is given
for the intermolecular distance of 7.0 A in [Et.-Et.]* derived
from LD dynamics simulations for 49 trajectories. For com-
parison the dynamics simulations of Ref. 16 for [Et.-Et.]"
an intermolecular separation of 5.0 A, as well as simulations
of this system with an inserted formaldehyde molecule [Et.-
FA-Et.]* are presented. The cases investigated before were
situated in the intermediate coupling region with an electronic
transmission factor of about 50%. In contrast the [Et.-Et.]*
complex at 7.0 10%, intermolecular distance is clearly a weak
coupling case (k. =~ 1%), which corresponds to an electron
transfer rate of 0.16 ps~'. The agreement with the Marcus
theory type model (Eqs. (12)and (13)) is excellent. Out of
842 accesses to the transition state in the different trajecto-
ries, only 8 led to a charge transfer. The diabatic trapping was
realized by 1964 surface hoppings in the simulations. In sum-
mary, it could be seen that the LD approach was able to filter
spurious charge migration events quantitatively.

C. 2-pyridone dimer

The hydrogen bonded 2-pyridone dimer (2-PY), has
been considered as a model DNA base pair. Two interesting
processes, which are also relevant to DNA can be studied:
excitation energy transfer between the molecules as well as a

TABLE 1. Electronic transmission factors (k¢) for [Et.-Et.]* with inter-
molecular distances of Rc...c = 5.0 A and Rc...c = 7.0 A, and [Et.-FA-
Et]* withRc...c=7.0A

[Et-Et]* (5.0 A  [Et-FA-Et]*®  [Et-Et]* (7.0 A)
Simulation 0.671 0.401 0.010
Model® 0.891 0.471 0.010

“Results from Ref. 16.
YEquation (13) in the text.
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possible proton coupled electron transfer, which may lead to
non-radiative decay.”">! The electronic coupling between the
two wr* states in (2-PY), was estimated at about 0.05 eV
from CIS transition moments® or 0.07 eV from TDDFT
dimer splitting calculations.”! The experimentally observed
splitting was smaller by one order of magnitude at about
0.003 V.2 However, it should be noted that the latter is
the coupling between vibronic states which is obtained
as the product between the electronic coupling and a
Franck-Condon factor’>*® and it is clearly possible that this
Franck-Condon factor, representing the overlap between
the ground state vibrations in the two equivalent strongly
symmetry broken S; minima, is only on the order of 5%. In
the further course of this discussion, it should be remembered
that our simulations were performed in a basis of electronic
eigenfunctions, whereas the experimental interpretation is
more readily performed using vibronic eigenstates. An at-
tempt to reconcile the two representations will be performed
where applicable.

The dynamics simulations were performed with the
TDDFT/BHLYP method. The reliability of this approach was
tested for all tautomers by comparison with second order ap-
proximate coupled cluster calculations (CC2).%! It can, there-
fore, be assumed that this approach should provide a good
description in particular of the EET dynamics. Describing
the PCET process is more challenging because charge trans-
fer transitions play a significant role and because of the fact
that in the subsequent dynamics the S/Sy gap is significantly
lowered. Moreover, complex nonadiabatic effects may come
into play.*” However, interesting qualitative insight may be
obtained from these calculations. Moreover, direct dynamics
simulations can provide important complementary informa-
tion with respect to the quite involved global models applied
for describing PCET processes.*’

Before the actual dynamics simulation was started, the
effects of the parameters of the overlap computation were ex-
plored. This was necessary to assure a stable integration of
the electronic coefficients while still operating at an accept-
able computational cost. The timestep length Az, as well as
two parameters affecting the performance of the overlap com-
putation were considered (cf. Sec. III). A collection of results
considering different values of these parameters for five dis-
tinct initial conditions and integration with the OVL and LD
methods is presented in Table II. First, it can be observed that
in the OVL approach there are some instabilities as far as
both the timestep length as well as the parameters of the CI-
overlap computation are concerned. In contrast to that, LD
yields remarkably stable results, in particular for the initial
conditions denoted k = 1-4. The stability of LD with respect
to timestep length is probably related to the favorable treat-
ment of highly peaked nonadiabatic interactions, as discussed
above. The fact that also highly screened overlap matrices are
correctly interpreted by LD may be attributed to the fact that
in the Lowdin orthogonalization procedure yielding the T ma-
trix the screened terms are recovered through a proper renor-
malization. In the last case (k = 5), a particularly challenging
example was chosen where in a process with two different
nonadiabatic interactions, the population of S, was equally
distributed between S; and S;. In this case, some small
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TABLE II. Population of the S, state after a nonadiabatic event for five different initial conditions k, computed using different parameters in the integration

process.”

CAt, M(k)
Method At (fs) ,Bmaxb Neore® k=1 k=2 k=3 k=4 k=5
OVL 0.5 5% 1073 38 0.1022 0.223 0.359 0.1242 0.0719
OVL 0.5 1 x 107 38 0.0584 0.178 0.302 0.1024 0.0822
OVL 0.5 1 x10°* 28 0.0702 0.193 0.318 0.1095 0.0791
OVL 0.5 5x 1073 28 0.0598 0.179 0.303 0.1041 0.0815
OVL 0.5 1 x 1073 0 0.0514 0.167 0.291 0.0992 0.0834
OVL 0.2 5x 1073 0 0.0420 0.167 0.299 0.0600 0.0673
OVL 0.1 5x 1073 0 0.0340 0.164 0.297 0.0535 0.0656
LD 0.5 5% 1073 38 0.0143 0.141 0.271 0.0403 0.0938
LD 0.5 1x10°* 38 0.0147 0.140 0.270 0.0407 0.0852
LD 0.5 1 x107* 28 0.0147 0.140 0.270 0.0413 0.0861
LD 0.5 5% 1073 28 0.0150 0.140 0.269 0.0413 0.0846
LD 0.5 1 %107 0 0.0150 0.140 0.270 0.0416 0.0829
LD 0.2 5% 1073 0 0.0148 0.138 0.268 0.0443 0.0725
LD 0.1 5x 107 0 0.0148 0.138 0.268 0.0443 0.0721
2The trajectories were started in the S, state. In the dynamics two excited states were considered for k = 1,2,3; three for k = 4; and four for k = 5.
®Screening threshold according to Eq. (15) of Ref. 25.
“Number of core orbitals frozen in the overlap.
variations in the S, population are present also within the LD Bmax = 1 x 107%, neore = 38 provides reliable results.

approach. Another point to consider is that even at the small-
est timestep no quantitative agreement between OVL and LD
could be reached. The computation of analytic TDDFT nona-
diabatic coupling vectors has been reported*® but not imple-
mented in the program systems available to us. Therefore, this
discrepancy could not be evaluated further. In any case, there
is good qualitative agreement between the two approaches. In
particular, it is noted that the LD method using At = 0.5 fs,
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FIG. 7. Relative energies, POS values, fragment charge differences (FCD)
for the lowest four singlet states (the active state is marked with red circles)
and N-H bond lengths of a trajectory of the 2-pyridone dimer, which remains
in the initial tautomeric form.

This parameter set is used in the subsequent dynamics
simulations.

First, two trajectories will be presented in detail to illus-
trate the possible processes occurring. Data for a trajectory
where the pyridine dimer remains in the initial tautomeric
form is presented in Figure 7, whereas in Figure 8 a case
that undergoes PCET is shown. Such a process was previ-
ously postulated from both TDDFT and CC2 calculations.?'

Rel. energy (eV)
- N W s~ O

FCD

N-H distance

Time (fs)

FIG. 8. Relative energies, POS values, fragment charge differences (FCD)
for the lowest four singlet states (the active state is marked with red circles)
and N-H bond lengths of a trajectory of the 2-pyridone dimer, which under-
goes a proton coupled electron transfer.
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In these plots, a detailed description of the different
electronic states is shown: relative energies with respect to
the ground state at the respective geometry; POS values rep-
resenting EET; and the fragment charge differences represent-
ing charge transfer. Moreover, N-H bond distances are pre-
sented to monitor a possible proton transfer. Both trajectories
are started in the S, state. Figure 7 shows that the early dy-
namics is determined by a hopping to the S; state at 2.0 fs
and back to S, at 4.5 fs. An analysis of the FCDs reveals that
this event is determined by a crossing in diabatic character
(S, temporarily gains the charge transfer character of S3), and
that this corresponds to a diabatic trapping situation, avoiding
charge transfer. A short time after that, at 11.0 fs, a decay to
S; occurs and the exciton is subsequently localized on PY1
(POS =~ 1.0). The exciton remains on PY1 until about 125 fs
when a transfer two PY2 occurs. This transfer is character-
ized by staying a short time in S,: a hopping to S, occurs at
129.0 fs; EET (a change in the POS value from one to two)
occurs in this state at about 135.5 fs; relaxation to S; and trap-
ping of the exciton on PY2 occurs at 142.5 fs (this type of
transfer process was explained in more detail in Scheme 3(c)
of Ref. 16). During the process just described, there are some
additional discontinuities and short time intervals of partial
electronic delocalization. These are related to the fact that in
Figure 7 the POS value of the active adiabatic state of the sur-
face hopping dynamics is plotted, which is only a stochastic
representation of the true wave packet. By contrast, the POS
value of the coherent electronic wavefunction (Eq. (2)) should
be a more smoothly varying quantity, representing the trans-
fer process in a more balanced fashion. Around 235 fs there
is another nonadiabatic event including a hopping to the S,
state. However, after relaxation to the S; state the exciton is
again localized on PY2, i.e., in summary this event does not
correspond to a transfer of excitation energy.

For comparison, a trajectory undergoing proton coupled
electron transfer is analyzed as well (Figure 8). Such a process
represents 26% of our trajectories. The trajectory is started in
the S, state with POS = 1.0. In the initial phase of the dynam-
ics, there is a hopping to S; after 5.5 fs and a backhopping
to S, after 8.0 fs. At 12.0 fs a hopping to S3 occurs, which
is probably related to the diabatic crossing of the POS val-
ues. Shortly after that (14.0 fs), a proton transfer from PY1
to PY2 occurs (i.e., the Hg atom is now closer to O; than to
N;). After such an event, one can differentiate between two
kinds of electronic states: (i) zwitterionic states where only
the proton is transferred and the fragments are thus charged
and (ii) biradical states where also an electron is transferred
leading to an odd number of electrons on either fragment (see
also Ref. 21). These two types of states can be identified by
their FCDs, which reveal in this case that the S, S,, and S3
states are of zwitterionic nature, whereas S; has a biradical
character. The active state after proton transfer is first S; then
S,. The diabatic character remains as a zwitterionic state with
an excitation on PY?2 (the molecule with the extra proton). A
back proton transfer along the hydrogen bond, which had re-
mained intact, occurs at 20 fs with a concurrent hopping into
S;. At the next period of the N;-Hg vibration another proton
transfer occurs at 30 fs. This time the system remains in the
S| state, which obtains a biradical character. Thus in sum-
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FIG. 9. Development of the state distribution during the 300 fs after pho-
toexcitation in the 2-pyridone dimer. S, S», and Sz mark the respective state
of the initial tautomer, whereas PT corresponds to the structure where one
proton is transferred.

mary a proton and an electron were transferred from PY1 to
PY2, and charge neutrality between the fragments was ob-
tained. However, it should be noted that during this process
the S; state probability was temporarily reduced to 34% and
in one timestep a high hopping probability to S, of 74% was
obtained. This means that also in this case there was a high
likelihood for a diabatic electron trapping. After this proton
coupled electron transfer, the structure is strongly stabilized
and the N;-Hg hydrogen bond broken, significantly reducing
the chance for a back transfer. Considering the FCD values, it
can be seen that the ground state (dotted line) possesses zwit-
terionic nature, whereas the three excited states considered
are all of biradical nature, i.e., these are reached by charge
transfer transitions from the ground state. In the subsequent
course of the dynamics the S;/Sy energy gap is significantly
lowered. In agreement with the CC2 calculations of Ref. 21,
we find that an ultrafast internal conversion after the PCET
is likely to occur. However, a precise computation of decay
times cannot be performed as the reliability of our approach
in connection with the PCET process is not certain (as far as
the description of the charge transfer transitions as well as of
the S,/S¢ intersection is concerned).

Having thus presented the underlying processes, the
general evolution of the dynamics will be discussed. In
Figure 9, the Sy, S,, S;3 populations of the initial (2-PY), tau-
tomer, as well as the population of the proton transfer (PT)
structure is shown (cf. Figure 2). At t = 0 fs, the popula-
tions of S; and S, are 25% and 75%, respectively, accord-
ing to their ratio in oscillator strengths. The early dynamics is
characterized by an ultrafast decay from S, to S; and already
after 5.0 fs these states exhibit equal population. In the subse-
quent dynamics the population of S, is equilibrated at about
8% due to a dynamical process consisting of short recrossings
to this state, as shown, for example, in Figure 7 around 135 fs
and 235 fs. This dynamical mixing of the S, and S; states in
the semi-classical dynamics can be seen as the correspond-
ing phenomenon to vibronic mixing between these states, as
reported from experiment.”’ During the whole course of the
dynamics, also a slight involvement of the S3 state is present.
Whereas this value never exceeds a few percent, preliminary
tests indicated that including this state is decisive for an accu-
rate description of the dynamics, where it appears to be in
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FIG. 10. Development of the excitonic participation ratio (PR) during the
300 fs after photoexcitation in the 2-pyridone dimer. The average (black line)
as well as the standard deviation (grey area) are shown.

particular important for correctly describing a possible di-
abatic electron trapping after proton transfer (for example,
Figure 8 around 15 fs). Ultrafast PCET is seen as well in
these simulations, leading to a biradical excited state of the
PT structure (Figure 2(b)). This process is characterized by
an initial sharp rise (after 50 fs already 17% of the trajectories
are in this structure) and a subsequent significant slowdown
(18% after 100 fs; 21% after 200 fs; and 26% after 300 fs).

Another interesting property of the dynamics is the exci-
tonic delocalization, represented by the PR value (Eq. (17)).
This value is one for localized or (directed) charge transfer
states and two for completely delocalized states. The aver-
age development of this quantity is presented in Figure 10.
The initial average value (£ the sample standard deviation
over the different trajectories), corresponding to the Franck-
Condon excitation lies at PR = 1.31 £ 0.28. Then a brief
initial small spike follows as the trajectories relax into the
symmetric S, minimum, reaching a maximum of PR = 1.42
4 0.32 at 3.0 fs. Subsequently, due to switching into the S;
state, the wavefunction quickly localizes after less than 50 fs
reaching an equilibrium of about PR ~ 1.1.

To represent the molecular motions in more detail, we
perform an analysis of coherent normal mode motions, as ex-
plained in Sec. III. A summary of the lower frequency modes
up to 1067 cm™! is presented in Figure 11. The most promi-
nent motions are the two totally symmetric intermolecular
modes v, (106 cm™', “shearing”) and ve (166 cm™!, “stretch-
ing”). Three more totally symmetric modes show significant
activity: two in-plane ring deformation modes v{5 (581 cm™')
and vy (896 cm™!); and the C-H in plane bending mode v3s
(1067 cm™'). The strong activity of the intermolecular in-
plane mode vs (108 cm~!, “opening”) of B, symmetry re-
flects the symmetry breaking in the dynamics, which yields
the localized exciton. This mode is also strongly displaced in
the case of proton transfers. It is interesting to compare these
results to experiment. Whereas quantum mechanical effects
of the nuclear vibrations are not included in our simulations,
our results can still be set in qualitative relation to optical
spectra, in the sense that it is just the Franck-Condon active
modes, which should show coherent motion after excitation.
The two intermolecular low energy modes v4 and v were
also observed most prominently in two-color resonant two-
photon ionization spectra, and activity of vs was reported as
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FIG. 11. Coherent normal mode activity during the dynamics as measured
by the standard deviation of the averaged displacement vectors with respect
to the ground state equilibrium structure. Modes and wave numbers of the
ground state equilibrium structure are considered. Color coding is according
to the symmetry of the mode; diagonal lines mark activity occurring within
the first 50 fs. In-plane modes belong to the A and B, symmetries, out-of-
plane modes to A, and By.

well.?? In dispersed fluorescence experiments, also activity of
the modes denoted here v;5 and v, was reported.zo In sum-
mary, it can be seen that the semi-classical dynamics exhibit
similar normal mode activity as the experimental absorption
and emission spectra. In Figure 12, the time dependence of
the normal mode motions is presented. The shearing mode
(Figure 12(a)) exhibits a motion separating the two molecules
with a maximum separation at about 200 fs and a backward
motion afterwards. Also stretching (Figure 12(b)) starts right
after the excitation and proceeds in a coherent way, where the
maximum is reached after about 125 fs and backward motion
after that. The in-plane deformation mode v;5, which is in par-
ticular related to the C,-C5 distances on each molecule, shows
an initial C,-Cs contraction followed by a coherent ringing
with a period of about 60 fs.

It is of special interest to discuss the transfer processes
in more detail. For an analysis of EET the 99 trajectories,
which remained in the initial (2-PY), tautomeric form were
analyzed. In these cases, 142 EET events occurred in total,
leading to a transfer time of 207 fs. An experimental reference
for this value of 318 fs was derived from the vibronic exciton
splittings in a monodeuterated (2-PY), complex.?’ The agree-
ment between these two values is quite good and suggests
that the TDDFT/BHLYP approach can describe the process
correctly. Moreover, this fact could reconcile the discrepancy
regarding excitonic couplings that was pointed out in Ref. 21:
Whereas the computed purely electronic couplings are on the
order of 0.07 eV, experimental vibronic couplings of 0.003 eV
were reported. However, considering the data presented
above, it can be seen that when the whole dynamical process
is considered, very similar transfer times are obtained in both
representations.
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FIG. 12. Time evolution of mean displacements for three selected totally

symmetric normal modes: v4 (106 cm™!, “shearing”) (a), ve (166 cm™!,
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In our simulations, a PCET leading to a stabilized PT
structure occurred in 26% of the trajectories (cf. Figure 9).
These are mostly occurring in the early part of the dynam-
ics. The subsequent slowdown is probably caused by the fact
that after excitation the hydrogen bonds are elongated®' and as
presented above (Figures 11 and 12) that major intermolecu-
lar motions displace the complex from its initial tightly bound
structure. It can, therefore, be assumed that the number of
PCET events would not be much larger if the trajectories were
run for a longer time. The simulations are therefore consistent
with experiment in the sense that a large fraction of the excited
complexes does undergo normal fluorescence. The dynami-
cal behavior that went along with these transfers may be of
special interest. Aside from PCETs there was a large number
of quick back and forth proton transfer events (as shown, for
example, in Figure 8 around # = 15 fs). These were usually
accompanied by surface hoppings, yielding a diabatic trap-
ping of the electron. Therefore, a zwitterionic structure was
formed, which quickly stabilized by transferring the proton
back. In the 133 trajectories simulated 30 such proton back
transfers occurred. This highlights the fact that PCET is a pro-
cess with significant nonadiabatic interactions and cannot be
completely understood when only adiabatic potential energy
surfaces are considered.

A summary of the processes occurring after photoexci-
tation is presented in Figure 13. Internal conversion from S,
to S occurs within the first 10 fs. Then the symmetry broken
S| minima are populated. EET between these two equivalent
minima occurs on a time scale of 207 fs. Furthermore, we
found that PCET may occur, leading to a biradical excited
state of the PT structure, which would subsequently relax to
an area with a small S;/Sy gap. An interesting phenomenon
in this context was that in about half of the PT events, a

J. Chem. Phys. 137, 22A514 (2012)

N $,—-S, s
<10 fs s,

Energy

C2h
| =
Ll

1
Ll
1
1
1
1
1
Ll
:
1
Nuclear displacement |
1
1
1
1
1
1
1
1

SO/

Nuclear displacement
Proton transfer

\

Symmetry breaking

FIG. 13. General scheme of processes occurring in the 2-pyridone dimer
after photoexcitation as computed with TDDFT/BHLYP dynamics of 300 fs
duration.

diabatic trapping of the electron involving two consecutive
surface hoppings occurred, and a subsequent backwards PT
restored the initial tautomer. In spite of this trapping situa-
tion, 26% of the trajectories did exhibit PCET in the present
simulations.

Finally, possible implications on DNA base pairs will be
discussed. EET in (2-PY), has been considered as a model
for interstrand EET in DNA.2° In this context, it could be said
that the time of 207 fs (experimental value: 318 fs) (Ref. 20)
can be seen as a lower bound for the energy transfer time,
applicable in the case of two identical molecules and no in-
volvement of environmental degrees of freedom. PCET in
DNA is of special interest as it has been considered as a pos-
sible decay channel in UV excited DNA base pairs and model
systems.*%30

In this work, it was observed that in many cases a diabatic
trapping of the electron mediated by S,/S; crossings occurred,
which lowered the chance of PCET compared to a purely adi-
abatic treatment. Whereas the PCET itself was observed here,
the dynamics after this process, i.e., the possible decay from a
biradical S; state to the ground state has been examined for a
guanine-cytosine Watson-Crick base pair.’® Also for this situ-
ation, a diabatic trapping, realized through S,/Sy recrossings,
was observed.’® Thus, in summary it can be concluded that
nonadiabatic electron transfer dynamics may play a key role
in deciding whether or not a PCET channel is accessible.

V. CONCLUSIONS

The local diabatization method for surface hopping dy-
namics was investigated with a focus on the simulation of
transport phenomena. It was applied to the stacked ethy-
lene dimer radical cation as well as the hydrogen bonded 2-
pyridone dimer. Systematic tests using these systems as well
as an analytical model showed that this method can provide
very stable results even in challenging cases of very fast nona-
diabatic events. In contrast, when using nonadiabatic coupling
vectors or wave function overlaps with linear extrapolation in
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an adiabatic representation of the wave function, significant
instabilities were observed when the nonadiabatic interac-
tions were highly peaked. Simulations on the stacked ethylene
dimer radical cation with an intermolecular distance of 7.0 A
were performed to represent a case where due to a large spa-
tial separation electron transfer was significantly inhibited. In
agreement with the Marcus theory type model, an electronic
transmission factor of k., = 1% was obtained, whereas in the
remaining 99% of the barrier crossings a diabatic trapping sit-
uation was assured through two consecutive surface hoppings.
In the 2-pyridone dimer, a complex dynamics (see
Figure 13 for a summary) was observed including excitation
energy transfer as well as the possibility for a proton coupled
electron transfer. The trajectories could be characterized by a
very fast (<10 fs) initial S,/S; internal conversion. For a sub-
sequent excitation energy transfer between the two localized
S| minima, a characteristic time of 207 fs was obtained, which
is in good agreement with the experimental value of 318 fs.2
A fraction of 26% of the trajectories exhibited ultrafast pro-
ton coupled electron transfer which may subsequently lead to
an internal conversion to the ground state. Whether or not this
process really plays a decisive role cannot be conclusively an-
swered without more extensive computations or experiments.
However, interesting insight into the process could be gained
and it could be shown that PCET does not only depend on the
adiabatic energy surfaces related to the proton transfer but that
also nonadiabatic effects associated with the electron transfer
play a crucial role. The implications of these findings on hy-
drogen bonded DNA base pairs were discussed as well.
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