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I. INTRODUCTION

The coordinate Bethe ansatz1 is an extremely successful method for solving one-dimensional problems exactly. It reduces the complex problem of diagonalizing the Hamiltonian to finding the solutions of a set of algebraic equations. Once solutions to these algebraic equations are found—numerical approaches to find them efficiently exist in many cases—the eigenvalues are known exactly. However, the eigenstates are available only as complex mathematical expressions the structure of which is not evident. This makes it insuperable, in general, to get interesting properties out of the states—like their entanglement characteristics or their correlations. The algebraic Bethe ansatz2 reveals more about the structure of the eigenstate and offers new perspectives to obtain scalar products,3 norms,2 and correlations.2

In this paper, we point out this structure by formulating the algebraic Bethe ansatz in the picturesque tensor network language. The description of states in terms of tensor networks has been very successful in the recent past. One-dimensional matrix product states (MPSs)4–9 form the basis for the algebraic Bethe ansatz in the pictured tensor network language. The description of states in terms of tensor networks is extremely successful density matrix normalization group (DMRG).10,11 Also, they have attracted considerable interest in the interdisciplinary field of quantum information and critical systems.13,14 The multiscale entanglement renormalization ansatz12 was introduced and proved to be useful in the tensor-network form of Bethe eigenstates.15,16 The paper is structured as follows: in Sec. II we discuss the tensor-network form of the Bethe ansatz; Sec. III deals with the numerical contraction of this tensor network, and in Sec. IV the results for the correlations of the XX and XXZ model are presented. In Appendices A and B the algebraic Bethe ansatz is described in the picturesque tensor-network language for periodic and open boundary conditions, making evident the tensor-network structure of the Bethe eigenstates.

II. TENSOR-NETWORK FORM OF BETHE SOLUTIONS

Typically, Bethe eigenstates are obtained as products of operators \( B(\mu_j) \) applied on a certain vacuum state \( \langle \text{vac} \rangle \), i.e.,

\[
|\Psi(\mu_1, \ldots, \mu_M)\rangle = B(\mu_1) \cdots B(\mu_M) |\text{vac}\rangle.
\]

The parameters \( \{\mu_j\} \) are thereby solutions of Bethe equations and the \( B(\mu_j) \) values play the role of creation operators. In the case of the antiferromagnetic Heisenberg model and the XXZ model with both periodic and open boundary conditions, the vacuum corresponds to the state with all spins up and each operator \( B(\mu_j) \) creates one down-spin. Thus, the product of \( M \) such operators applied to the vacuum creates a state with \( M \) down-spins, i.e., magnetization \( S_z = N/2 - M \) (with \( N \) being the number of spins). \( B(\lambda) \) is an operator acting on the whole Hilbert space of dimension \( 2^N \), but it has the well-structured form of a matrix product operator (MPO)24 with virtual dimension 2. Indeed, as shown in Appendix A,

\[
B(\lambda) = \sum_{k_1 \cdots k_N} \langle 0 | \mathcal{L}_{\xi_1}^{k_1} \cdots \mathcal{L}_{\xi_N}^{k_N} (\lambda) | 1 \rangle a_{\xi_1}^{k_1} \otimes \cdots \otimes a_{\xi_N}^{k_N},
\]

with \( k, l \in \{0, 1\} \), \( a_{\xi}^k = |k l\rangle \langle 0 \uparrow \uparrow \uparrow | 1 \downarrow \downarrow \downarrow \rangle \), and \( \mathcal{L}^{k} (\lambda) \) being \( 2 \times 2 \) matrices dependent on the parameter \( \lambda \). The product of operators \( B(\mu_1) \cdots B(\mu_M) \) can be read as the contraction approximation of a tensor network such as the one depicted in Fig. 1. We achieve this by using a method similar to that for time evolution in the DMRG.8,23 We show, for the case of the antiferromagnetic Heisenberg model and the XXZ model with both periodic and open boundary conditions, that two-point, dimer-dimer, and chiral correlation functions as well as the one-particle Green function can be obtained for 50 sites with an extremely high precision.
In the case of the Heisenberg model $H_{XXX}$ or XXZ model, the outgoing and incoming horizontal indices, and of the set of four-index tensors $[[L^j_{\nu}(\mu)]_c]$, with matrices written above.

Explicitly, the functions $b(\lambda)$ and $c(\lambda)$ are
\[ b(\lambda) = \frac{1}{1 + \lambda}, \quad c(\lambda) = \frac{\lambda}{1 + \lambda}. \]

In the case of the Heisenberg model $H_{XXX} = \sum_{j=1}^{N} h(j,j+1)$ with
\[ h_{XXX}(\Delta) = \frac{1}{2}[\sigma_x \otimes \sigma_x + \sigma_y \otimes \sigma_y + \Delta(\sigma_z \otimes \sigma_z - \mathbb{I})], \]

the functions read
\[ b(\lambda) = \frac{\sinh(2\eta)}{\sinh(\lambda + 2\eta)}, \quad c(\lambda) = \frac{\sinh(\lambda)}{\sinh(\lambda + 2\eta)}. \]

The parameter $\eta$ is related to the inhomogeneity $\Delta$ in the XXZ model via $\Delta = \cos(2\eta)$.

Because of its “creation operator” property, there is an inherent structure in the MPO $B(\mu)$: each summand in the MPO $B(\mu)$ must be nonzero only if $k_1 + \ldots + k_N = l_1 + \ldots + l_N + 1$. This global constraint can be reduced to the local constraint that the tensors $[[L^j_{\nu}(\mu)]_c]$ must be nonzero only if $r' = r + (k - l)$. This allows us to interpret the virtual indices as “creation-annihilation” counters: the right index $r'$ is equal to the left index $r$ if the physical state is unchanged, it is increased if a down-spin is created, and it is decreased if a down-spin is annihilated. Thus, the virtual indices transfer the information on how many down-spins are created and annihilated from left to right. Since the left boundary state is $\langle 0 \rangle$ and the right boundary state is $|1\rangle$, it is guaranteed that the whole MPO creates exactly one down-spin. With the restriction $r,r' \in [0,1]$ there are six possible configurations that fulfill the local constraint. In other words, only six entries of the tensor $[[L^j_{\nu}(\mu)]_c]$ are nonzero. These six nonzero entries are $[[L^j_{\nu}(\mu)]_c]^0_0$, $[[L^j_{\nu}(\mu)]_c]^1_1$, $[[L^j_{\nu}(\mu)]_c]^0_1$, $[[L^j_{\nu}(\mu)]_c]^1_0$, $[[L^j_{\nu}(\mu)]_c]^0_0$, and $[[L^j_{\nu}(\mu)]_c]^1_1$, which are consistent with the matrices written above.

The multiplication of all MPOs with the product state $|\text{vac}\rangle$ evidently yields a MPS with bond dimension $2^M$. Since each MPO $B(\lambda)$ has the “creation operator” property to create one down-spin, the MPS contains exactly $M$ down-spins. Explicitly, the MPS reads
\[ |\Psi\rangle = \sum_{k_1 \ldots k_N} \langle 0|\langle 0,|A^1_k \ldots A^N_k|0\rangle|M\rangle|k_1, \ldots, k_N\rangle, \]

with matrices $A^k$ being block diagonal in the sense that $\langle \alpha'|\alpha,|\beta\rangle|\beta'\rangle \equiv [A^k]_{\alpha\beta'}^{\alpha'\beta}$. $\alpha$ and $\beta$ are the virtual indices, which range from 0 to $D - 1$ (with $D$ being the virtual dimension of the state). On the other hand, $s$ and $s'$ are the symmetry indices, which transfer the information about the number of down-spins from left to right. The local constraint that guarantees this information transfer is $s' = s + k$. This constraint determines the blocks $[A^k]_{s'\sigma'}^{s\sigma}$ that are nonzero and allows a sparse storage of the state. The left boundary state $\langle 0 \rangle$ and the right boundary state $|M\rangle$ fix the total number of down-spins of the MPS to $M$.

The MPS is constructed iteratively by applying the MPOs $B(\mu_1), \ldots, B(\mu_M)$ successively to the vacuum state $|\text{vac}\rangle$. The state after $m$ multiplications is evidently an MPS with $m$ down-spins, which is denoted
\[ |\Psi_m\rangle = \sum_{k_1 \ldots k_N} \langle 0|\langle 0,|A^1_m \ldots A^N_m|0\rangle|m\rangle|k_1, \ldots, k_N\rangle, \]
with $A^k_m$ being block diagonal in the sense that 
\[
\langle \alpha | (s | A^k_m | \beta) | s' \rangle = [A^k_m]_{\alpha \beta}^{s s'}
\]
and fulfilling the constraint $s' = s + k$, as before. The application of the operator $B(\mu)$ to $|\Psi_m\rangle$ yields a state with $m + 1$ down-spins:

\[
|\Psi_{m+1}\rangle = \sum_{k_1 \ldots k_N} \langle 0 | 0 | A^k_{m+1} \ldots A^k_m | 0 \rangle \langle m + 1 | k_1 \ldots k_N \rangle.
\]

(2)

The matrices $A^k_{m+1}$ emerge from tensor products between $L^k_l$ and $A^k_r$, i.e., $A^k_{m+1} = \sum L^k_l \otimes A^k_r$. In index notation,

\[
\langle \alpha | (r | (s | A^k_{m+1} | \beta) | r' \rangle | s' \rangle
\]

\[
= \sum \langle r | L^k_l | r' \rangle \langle \alpha | (s | A^k | \beta) | s' \rangle.
\]

(3)

Because of the constraints $s' = s + l$ and $r' = r + (k - l)$, $S = s + r$ and $S' = s' + r'$ suggest themselves as new symmetry indices. With this definition, $S' = S + k$, as desired. $S$ and $S'$ range from 0 to $m + 1$, since $s \in \{0, \ldots, m\}$ and $r \in \{0, 1\}$. For $S = 0$ and $S = m + 1$, there is the unique choice for $s = r = 0$ and $s = m, r = 1$, respectively. For $0 < S < m + 1$, either $s = r, r = 0, s = S = 1$. In this case, the index $r$ must be kept to resolve this ambiguity. The index $r$ can be incorporated into a new virtual index $\tilde{r}$ as $\tilde{r} = (\alpha, r)$. Thus, the dimension of the blocks doubles for $0 < S < m + 1$. The column indices $S', s', r'$, and $\beta$ can be treated in the same way: for $S' = 0$ and $S' = m + 1$, $s'$ and $r'$ are unambiguously defined; for $0 < S' < m + 1$, there is an ambiguity that can be resolved by incorporating index $r'$ into a new virtual index $\beta = (\beta, r')$. The matrices $A^k_{m+1}$ in terms of the virtual indices $\tilde{r}$ and $\beta$ and the symmetry indices $S$ and $S'$, i.e.,

\[
\langle \tilde{\alpha} | (S | A^k_{m+1} | \tilde{\beta}) | S' \rangle := \langle \alpha | (r | (s | A^k_{m+1} | \beta) | r' \rangle | s' \rangle
\]

have the desired block form, which fulfills the constraint $S' = S + k$. Please refer to Table I for the dimensions of the block representations that arise for different values of $m$.

In the case of open boundary conditions, the Bethe ansatz has the same form as in (1), except that the creation operators are not single MPOs, but products of two MPOs:25,26

\[
B(\mu) = \sum_{s=0}^{1} B_s(\mu) B_{1-s}(\mu).
\]

$B_{1-s}(\mu)$ has the property to create $1 - s$ down-spins, whereas $B_s(\mu)$ creates $s$ down-spins ($s \in \{0, 1\}$), such that $B(\mu)$ is a creation operator for exactly one down-spin, as before. In terms of the previously defined $2 \times 2$ matrices $L^k_l(\mu)$, the MPOs read (see Appendix B)

\[
B_s(\mu) = \sum_{k_1 \ldots k_N} \langle s | L^k_{l_1} T^k_{l_1} \ldots L^k_{l_N} T^k_{l_N} | 0 \rangle \otimes \cdots \otimes \otimes \otimes \otimes \otimes
\]

and

\[
B_{1-s}(\mu) = \sum_{k_1 \ldots k_N} \langle s | L^k_{l_1} T^k_{l_1} \ldots L^k_{l_N} T^k_{l_N} | 0 \rangle \otimes \cdots \otimes \otimes \otimes \otimes \otimes.
\]

The virtual indices of $B_s(\mu)$ indicate the balance of created versus annihilated down-spins from left to right. This is due to the local constraint on $[L^k_{l_1} T^k_{l_1} \ldots L^k_{l_N} T^k_{l_N}]$ that $r' = r + (k - l)$, as mentioned before. Since the left boundary vector is $|0\rangle$ and the right boundary vector is $|s\rangle$, the creation of $s$ down-spins is guaranteed. In case of $B_{1-s}(\mu)$, the MPO is built from the transposed matrices $L^k_{l_1} T^k_{l_1} \ldots L^k_{l_N} T^k_{l_N}$, such that the local constraint on $[L^k_{l_1} T^k_{l_1} \ldots L^k_{l_N} T^k_{l_N}]$ is $r' = r + (k - l)$ and the virtual indices count the creation-annihilation balance from right to left. With the right boundary vector $|s\rangle$ and the left boundary vector $|1\rangle$, one down-spin is created for $s = 0$ and the number of down-spins is kept invariant for $s = 1$.

The tensor-network representation for the Bethe state with open boundary conditions is shown in Fig. 3. It contains twice as many rows as the tensor network for periodic boundary conditions, which makes the contraction more challenging, in principle. However, as we see numerically, after a multiplication with an MPO pair $B(\mu)$, the Schmidt rank of the state increases by a factor of only 2—not 4, as expected. This suggests that there should exist a representation with virtual dimension 2 also in the open boundary conditions case.

We explain in detail the algebraic Bethe ansatz for open and periodic boundary conditions in the picturesque tensor-network language in Appendixes A and B. These make evident that Bethe eigenstates have tensor-network representations as shown in Figs. 2 and 3.

**TABLE I.** Disintegration of the matrices forming the MPS at step $m$, $|\Psi_m\rangle$, into blocks. The full size of the matrices is $D \times D$. The MPS has a conserved number of $m$ down-spins.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>16</td>
<td>32</td>
</tr>
<tr>
<td>32</td>
<td>64</td>
</tr>
</tbody>
</table>
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III. MATRIX PRODUCT STATE APPROXIMATION TO BETHE SOLUTIONS

The calculation of expectation values with respect to a Bethe eigenstate of the form of (1) is a considerably complex problem, because it requires the contraction of the tensor network depicted in Fig. 1. This tensor network represents the correlation function \([\langle \Psi(\mu_1, \ldots, \mu_M) | A_{\sigma(1)}^{(i)} A_{\sigma(2)}^{(j)} | \Psi(\mu_1, \ldots, \mu_M) \rangle]\). It is composed of the network for \([\langle \Psi(\mu_1, \ldots, \mu_M) | A_{\sigma(1)}^{(i)} A_{\sigma(2)}^{(j)} | \Psi(\mu_1, \ldots, \mu_M) \rangle]\) shown in Fig. 2, the vertically mirrored network with conjugated tensor entries representing \([\langle \Psi(\mu_1, \ldots, \mu_M) | A_{\sigma(1)}^{(i)} A_{\sigma(2)}^{(j)} | \Psi(\mu_1, \ldots, \mu_M) \rangle]\) and two operators \(A_{\sigma(1)}^{(i)}\) and \(A_{\sigma(2)}^{(j)}\) squeezed in between at sites \(i\) and \(j\). A tensor network with such a structure also appears in connection with the calculation of partition functions of two-dimensional classical systems and one-dimensional quantum systems\(^{23}\) and the calculation of expectation values with respect to PEPSs\(^{12-14}\). The complexity of contracting this network scales exponentially with the number of rows \(M\) or columns \(N\) (depending on the direction of contraction), which renders practical calculations infeasible.

To circumvent this problem, we attempt to perform the contraction in an approximative numerical way: the main idea is to consider the network in Fig. 2 as the time evolution of the state with all spins up by the evolution operators \(B(\mu_1), \ldots, B(\mu_M)\) to the final state \([\langle \Psi(\mu_1, \ldots, \mu_M) | A_{\sigma(1)}^{(i)} A_{\sigma(2)}^{(j)} | \Psi(\mu_1, \ldots, \mu_M) \rangle]\). After each evolution step, the state remains an MPS, but the virtual dimension is increased by a factor of 2. Thus, we approximate the MPS after each evolution step by a simpler MPS with smaller virtual dimension. Of course, caution has to be used, because the operators \(B(\mu_j)\) commute, such that the operators \(B(\mu_j)\) can be arbitrarily ordered. This allows us to choose the optimal ordering for the evolution with intermediate states that are least entangled. We discuss this in detail below.

The algorithm consists of \(M\) steps \(m = 1, \ldots, M\): in the first step, the vacuum state \([\langle \Psi_0 \rangle]\) is multiplied by the MPO \(B(\mu_1)\) to form the initial MPS \([\Psi_1]\). In step \(m > 1\), the product \([\Psi_m]\) is approximated by the MPS \([\Psi_m]\) that has maximal bond dimension \(D\) and is closest to \([\Psi_m]\). In other words, we try to solve the minimization problem

\[
K := ||\Psi_m||^2 - ||\Psi_m||^2 \rightarrow \min
\]

by optimizing over all matrices of the MPS \([\Psi_m]\). This minimization problem also appears in the context of numerical calculation of expectation values with respect to PEPSs\(^{12-14}\), calculation of partition functions\(^{23}\), and (imaginary) time evolution of one-dimensional quantum systems\(^{2}\). We discuss it in detail in Appendix D. In this way, the MPS approximation of the Bethe state is obtained for \(m = M\). Thereby, \([\mu_1, \ldots, \mu_M]\) are the solutions of the Bethe equations. The error of the approximation is well controlled in the sense that the expectation value of the energy can always be calculated with respect to the approximated MPS \([\Psi_m]\) and compared to the exact energy available from the Bethe ansatz.

In order to make the algorithm more efficient, we take into account the “creation operator” property of the MPO \(B(\mu)\): since each MPO \(B(\mu)\) creates one down-spin, the MPS \([\Psi_m]\) at step \(m\) contains exactly \(m\) down-spins. Explicitly, the MPS reads\(^7\)

\[
[\Psi_m] = \sum_{k_1, \ldots, k_N} \langle 0 | 0, a^k_1 \ldots a^k_N | 0, m \rangle | k_1, \ldots, k_N \rangle,
\]

with matrices \(A^k\) being block diagonal in the sense that \(\langle \alpha | s A^k | \beta \rangle | s' \rangle = [A^k]_{\alpha s}^{\beta s'}\). Optimization problem (4) at step \(m\) then consists in approximating the state \([\Psi_m]\) with \(m\) down-spins by a state \([\Psi_m]\) that also has \(m\) down-spins. This leads to a gain of a factor of \(m\) in time and memory.

Furthermore, there is a (mathematical) degree of freedom that can be used to improve the approximation. This degree of freedom is due to the commutativity property of \(B(\mu)\): since \([B(\mu), B(\nu) = 0\) for all \(\mu\) and \(\nu\), the ordering of the \(B(\mu)\)’s in ansatz (1) is completely arbitrary. This is relevant insofar as the entanglement properties of the intermediate states \([\Psi_m]\) \((1 < m < M)\) are concerned. The intermediate states are a priori no physical ground states; i.e., there is no reason for them to lie in the set of MPS with low bond dimension. However, as we see numerically, there is always an ordering such that the intermediate states contain as little entanglement.

FIG. 4. Half-chain entropy as a function of the evolution step for the \(N = 12\) Heisenberg model with periodic boundary conditions. The rapidities \(\mu_1, \ldots, \mu_6\) are obtained by solving the Bethe equations, (A15), with \(z_j = z_{j+1}\) and relating \(\mu_j\) and \(z_j\) via (A14). The lower (dashed) line is obtained with the orderings \((435261), (432561), (432516), (345261), (342561), (342516)\), and \((345216), (342516)\) of the rapidities—corresponding to a symmetric filling of the Fermi set; the upper line is obtained with the orderings \((531624), (426153), (351624), (246153)\).
as possible. This ordering we then use for calculating the approximation. That the ordering has a formidable effect can be gathered from Fig. 4 for the example of the ground state of the 12-site Heisenberg antiferromagnet with periodic boundary conditions. Here, the half-chain entropy of $|\Psi_m\rangle$ is plotted as a function of $m$ for the best and the worst ordering. As shown, the entropy is highest in the intermediate steps and decreases at $m \to M$ when the state becomes a physical ground state.

IV. NUMERICAL RESULTS

Using the previously described method, we have obtained results for the Heisenberg model with periodic boundary conditions and the XXZ model with open boundary conditions. In the case of the Heisenberg model, we have investigated the two-spinon excited states with total spin $S = 1$ and total $z$ spin $S_z = 1$. The energies of these states obtained by the Bethe ansatz as a function of the momentum for $N = 50$ spins are plotted in the right-hand inset in Fig. 5. With respect to these states, we have calculated the correlation functions $\langle \sigma^+_r \sigma^-_s \rangle$ and the corresponding structure factor:

$$S_z(q) = \frac{1}{N^2} \sum_{r,s} e^{iq(r-s)} \langle \sigma^+_r \sigma^-_s \rangle.$$

The structure factor $S_z(q)$ as a function of $q$ for the three selected excited states (which are marked in the right-hand inset) can be gathered from Fig. 5. In order to judge the accuracy of the approximated Bethe MPS obtained with our method, we have compared the expectation values of the Hamiltonian with respect to these MPSs to the energies obtained from the Bethe ansatz. For the case $N = 50$, the relative error so obtained, plotted as a function of $D$ for the selected excited states, can be gathered from the left-hand inset in Fig. 5. As shown, the error decreases with increasing $D$, but also with decreasing excitation energy. In Fig. 6, the structure factor at the point $q = \pi$, i.e., the squared staggered magnetization, is plotted as a function of the excitation energy and the momentum. Evidently, the excited states of the lowest branch show the highest staggered magnetization.

In Fig. 7 we plot the one-particle Green function $G(r) = \langle c^+_r c_{-r} \rangle = \langle \sigma^+_r \sigma^-_r \sigma^+_2 \sigma^-_2 \cdots \sigma^+_r \sigma^-_r \rangle$ for the ground state of the $N = 50$ Heisenberg model and compare it to exact solutions for $G(2)$, $G(4)$, and $G(6)$ in the limit $N \to \infty$. As shown, the deviation is only marginal and due to finite-size

![Graph](image_url)
corrections. The asymptotic behavior of the one-particle Green function is predicted by conformal field theory to be \( G(r) \propto \cos(k_F r) r^{-\Delta/2} \) with \( k_F = \pi/2 \).\(^{28}\) This is strongly supported by our results, as can be gathered from Fig. 7 including the inset.

Other physically interesting correlation functions are the dimer-dimer correlation function

\[ C_{\text{dimer}}(r) = \frac{1}{16} (\langle \vec{\sigma}_1 \cdot \vec{\sigma}_2 \rangle (\vec{\sigma}_r \cdot \vec{\sigma}_{r+1})) \]

and the chiral correlation function

\[ C_{\text{chiral}}(r) = \frac{1}{16} (\langle \vec{\sigma}_1 \times \vec{\sigma}_2 \rangle \cdot (\vec{\sigma}_r \times \vec{\sigma}_{r+1})), \]

which we plot in Fig. 8 for the Heisenberg model with 50 spins. The exact results for \( r = 3, 4, 5 \) in the limit \( N \to \infty \) obtained in \(^{28}\) deviate only marginally from our results. Also, as expected, the dimer-dimer correlations asymptotically tend to the square of the ground-state energy, i.e., to \( e_0^2 = (1 - \zeta_a(1))^2 \), with \( \zeta_a(s) \) denoting the alternating \( \zeta \) function.

In the case of the XXZ model with open boundary conditions, we have studied the two-point correlations of the ground state. To get an impression of the quality of the obtained result, we computed the overlap with MPS states obtained from DMRG calculations. For the case of 50 spins, the overlap as a function of \( D \) can be gathered from the inset in Fig. 9 for different values of \( \Delta \). The structure factor \( S(q) \) as a function of the wave vector \( q \) for different values of \( \Delta \) evaluated with respect to the approximated Bethe MPS with \( D = 1000 \) is plotted in Fig. 9. The structure factor obtained for this \( D \) deviates only marginally from the structure factor obtained from the DMRG calculation.

**V. CONCLUSIONS**

Summing up, we have presented a method for approximative calculation of expectation values with respect to Bethe eigenstates. For this, we make use of the fact that a Bethe eigenstate is a product of MPOs applied to an MPS. We systematically reduce the virtual dimension after each multiplication and obtain an MPS with small virtual dimension that can be used for the calculation of any expectation value. We have shown the effective operation of this method by applying it to the Heisenberg antiferromagnet with periodic boundary conditions and the XXZ model with open boundary conditions. We have obtained results for the structure factor for excited states and compared our results for the ground state to DMRG calculations.
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**APPENDIX A: THE ALGEBRAIC BETHE ANSATZ**

Even though there exist numerous excellent reviews about the algebraic Bethe ansatz,\(^ {29-32}\) we resketch here the ansatz in the picturesque tensor-network language for the sake of completeness. In this way, we can trace, how the tensor networks shown in Figs. 2 and 3 form exact eigenstates of integrable systems.

1. **The Yang-Baxter algebra**

In general, the starting point for the algebraic Bethe ansatz is the \( R(\lambda, \mu) \) tensor,

\[ R^\beta_\alpha (\lambda, \mu), \tag{A1} \]

with \( \alpha, \beta, \alpha' \), and \( \beta' \) ranging from 1 to some “auxiliary” dimension \( d \) and \( \lambda, \mu \) being some complex parameters. This tensor defines the model under study, as shown later.
Graphically, the tensor is represented by two crossing arrows, as shown in Fig. 10(a), where $\lambda$ and $\mu$ are associated with the up-down and down-up arrows, respectively. After joining indices $(\alpha\beta)$ and $(\alpha'\beta')$, tensor (A1) can also be interpreted as matrix $R(\lambda,\mu)$ acting on the vector space $V \otimes V$ (with $V = \mathbb{C}^d$).

The condition on the $R$ tensor, (A1), is that it fulfills the Yang-Baxter equation (star-triangle relation). Writing

$$R_{\alpha'\beta'}^{\alpha\beta}(\lambda,\mu) = \mathbb{I} \otimes R, \quad R_{\alpha'\beta'}^{\alpha\beta}(\lambda,\mu) = R \otimes \mathbb{I},$$

the Yang-Baxter equation reads

$$R_{\alpha'\beta'}^{\alpha\beta}(\lambda,\mu) = R_{\alpha\beta}^{\alpha'\beta'}(\lambda,\mu).$$

The graphical representation of this equation is shown in Fig. 11. Another requirement is that solutions of the Yang-Baxter equation are regular, meaning that there exist a $\lambda_0$ and a $v_0$, such that

$$R_{\alpha'\beta'}^{\alpha\beta}(\lambda_0,v_0) = \delta_{\alpha'\beta'}^{\alpha\beta}.$$  \hspace{1cm} (A2)

The tensor $R(\lambda,\mu)$ defines the Yang-Baxter algebra $T^\alpha_\alpha(\lambda)$ ($\alpha,\alpha' = 1,\ldots,d$) by the relation

$$R_{\alpha'\beta'}^{\alpha\beta}(\lambda,\mu)T^\alpha_\beta(\lambda)T^\beta_\beta'(\mu) = T^\alpha_\alpha'(\mu)T^\beta_\beta'(\lambda)R_{\alpha'\beta'}^{\alpha\beta}(\lambda,\mu).$$

As usual, common indices are summed over. Defining the Monodromy $T(\lambda)$ as the matrix of operators

$$T(\lambda) = \begin{pmatrix} T_{1}(\lambda) & \cdots & T_{d}(\lambda) \\ \vdots & \ddots & \vdots \\ T_{d}(\lambda) & \cdots & T_{1}(\lambda) \end{pmatrix},$$

the definition of the Yang-Baxter algebra can be written as

$$R(\lambda,\mu)[T(\lambda) \otimes T(\mu)] = [T(\mu) \otimes T(\lambda)]R(\lambda,\mu),$$ \hspace{1cm} (A3)

where the outer product “$\otimes$” acts in the space $V \otimes V$ in the sense that $[T(\lambda) \otimes T(\mu)]_{\alpha'\beta'}^{\alpha\beta} = T^\alpha_\alpha(\mu)T^\beta_\beta(\lambda)$. $T(\lambda)$ can be considered as a four-index tensor: two “virtual” indices $\alpha$ and $\alpha'$ of dimension $d$ select the operator $T^\alpha_\alpha(\lambda)$ within the matrix, and two “physical” indices operate as input and output index of the operator. $T(\lambda)$ is represented graphically in Fig. 10(b). The virtual indices are indicated as horizontal arrows; the physical input and output indices are indicated as vertical in- and outgoing double-arrows. Using this graphical notation, the definition of the Yang-Baxter algebra assumes the simple form shown in Fig. 10(c).

In this picture, $R(\lambda,\mu)$ has the property to permute the tensors $T(\lambda)$ and $T(\mu)$. There is, however, one ambiguity that arises: there are two ways to go from $T(\lambda) \otimes T(\mu) \otimes T(\nu)$ to $T(\nu) \otimes T(\mu) \otimes T(\lambda)$. This inversion of the ordering can be achieved either by exchanging, first, $\lambda$ $\leftrightarrow$ $\mu$, second, $\lambda$ $\leftrightarrow$ $\nu$, and, third, $\mu$ $\leftrightarrow$ $\nu$ or by exchanging, first, $\nu$ $\leftrightarrow$ $\mu$, second, $\lambda$ $\leftrightarrow$ $\nu$, and, third, $\lambda$ $\leftrightarrow$ $\mu$. This situation is depicted in Fig. 12.
Thus, both
\[
R^{(12)}(\mu, \nu) R^{(23)}(\lambda, \nu) R^{(12)}(\lambda, \mu) [T(\lambda) \otimes T(\mu) \otimes T(\nu)] = [T(\lambda) \otimes T(\mu) \otimes T(\nu)] R^{(12)}(\mu, \nu) R^{(23)}(\lambda, \mu)
\]
and
\[
R^{(23)}(\lambda, \mu) R^{(12)}(\lambda, \nu) R^{(23)}(\nu, \mu) [T(\lambda) \otimes T(\mu) \otimes T(\nu)] = [T(\lambda) \otimes T(\mu) \otimes T(\nu)] R^{(23)}(\lambda, \nu) R^{(12)}(\lambda, \mu)
\]
must be fulfilled. These two equations, however, are compatible, because \(R(\lambda, \mu)\) was required to fulfill the Yang-Baxter equation. This makes the definition of the algebra \(T^a_\alpha(\lambda)\) consistent.

One representation of the Yang-Baxter algebra is easy to obtain—which is the fundamental representation. This representation is formed by the operators \(L^a_\alpha(\lambda, \nu)\) acting on \(\mathbb{C}^d\), defined as
\[
[L^a_\alpha(\lambda, \nu)]^b_c = R^a_{cb}(\lambda, \nu).
\]
In the graphical picture, the operators correspond to a clockwise "rotation" of the \(R\) tensor by \(45^\circ\), as shown in Fig. 13(b). The two indices attached to the horizontal arrow then become the virtual indices of the operator, and the vertical arrow carries the physical indices. That these operators are a valid representation is due to the fact that the defining equation
\[
R(\lambda, \nu) [L(\lambda, \nu) \otimes L(\mu, \nu)] = [L(\mu, \nu) \otimes L(\lambda, \nu)] R(\lambda, \mu)
\]
is just a "distortion" of the Yang-Baxter equation, as shown in Fig. 13(a). Up to now, the parameter \(\nu\) in \(L(\lambda, \nu)\) is arbitrary. Most conveniently, it is to set \(\nu = 0\).

Once one representation \(L(\lambda)\) is known, more complex representations are obtained by concatenating the \(L(\lambda)\)'s horizontally, as depicted in Fig. 13(c). Here, operators \(T^a_\alpha(\lambda)\) acting on \((\mathbb{C}^d)^\otimes N\) are constructed out of \(N\) simple operators \(L^a_\alpha(\lambda)\) acting on \(\mathbb{C}^d\) via
\[
T^a_\alpha(\lambda) = \sum_{a_1, \ldots, a_N} L^a_{a_1}(\lambda) \otimes L^a_{a_2}(\lambda) \otimes \cdots \otimes L^a_{a_N}(\lambda).
\]

The outer product \(\otimes\) affects the physical indices. In index notation, the operators read
\[
[T^a_\alpha(\lambda)]^{k_1 \cdots k_N}_{l_1 \cdots l_N} = \sum_{a_1, \ldots, a_N} [L^a_{a_1}(\lambda)]^{k_1}_{l_1} [L^a_{a_2}(\lambda)]^{k_2}_{l_2} \cdots [L^a_{a_N}(\lambda)]^{k_N}_{l_N},
\]
with \(a^\pm = |k\rangle/|l\rangle\).

The main building block of the algebraic Bethe ansatz is the transfer matrix \(t(\lambda)\), obtained as the trace of the algebra \(T^a_\alpha(\lambda)\),
\[
t(\lambda) := \text{tr} [T(\lambda)] = \sum_a T^a_\alpha(\lambda).
\]
The transfer matrix \(t(\lambda)\) corresponds to \(T^a_\alpha(\lambda)\) with contracted left and right indices \(a\) and \(a'\) (see Fig. 15(a)). In the MPO picture, \(t(\lambda)\) is represented by an MPO with periodic boundary conditions. Due to Eq. (A3), which is fulfilled by the algebra, the transfer matrix has the property that \(t(\lambda), t(\mu)\) for all \(\lambda\) and \(\mu\). The way this property emerges from (A3) can immediately be read off from Fig. 15(b): first, starting out with the expression \(t(\lambda), t(\mu)\), the identity in the form \(I = R(\lambda, \mu)^{-1} R(\lambda, \mu)\) can be inserted at the virtual bonds; second, \(R(\lambda, \mu)\) can be used to exchange \(T(\lambda)\) and \(T(\mu)\); and, third, the cyclic property of the trace can be used to eliminate \(R(\lambda, \mu)\) and \(R(\lambda, \mu)^{-1}\) in order to end up with \(t(\mu) t(\lambda)\).

This property makes \(t(\lambda)\) the generator of an infinite set of commuting observables: if \(t(\lambda)\) is Taylor expanded with respect to \(\lambda\), \(t(\lambda) = l_0 + \lambda l_1 + \lambda^2 l_2 + \ldots\), then \([l_j, l_k] = 0\) for all \(j\) and \(k\). If one of the \(l_k\) values is equal to the Hamiltonian of a model, it is called integrable, since there
exist infinitely many symmetries which commute mutually. In fact, any function of \( t(\lambda) \) can be the generating function for a set of commuting observables, e.g., \( F(\lambda) = \log t(\lambda) \). The Taylor expansion of this function reads

\[
F(\lambda) = F(0) + (\lambda - \lambda_0)F'(\lambda_0) + O((\lambda - \lambda_0)^2).
\]

It turns out that \( F'(\lambda_0) \) is local in the sense that

\[
F'(\lambda_0) \equiv \frac{d}{d\lambda} \log t(\lambda)|_{\lambda=\lambda_0} = \sum_{i=1}^{N} h^{(i,i+1)}_{i|i+1},
\]

with \( h^{(i,i+1)}_{i|i+1} \) acting only on sites \( i \) and \( i+1 \). Thus, an integrable model is obtained, described by a local Hamiltonian,

\[
H = \sum_{i=1}^{N} h^{(i,i+1)}_{i|i+1}.
\]

Thereby,

\[
h^{k_1k_2}_{l_1l_2} = \frac{d}{d\lambda} \left[ t_{k_1}^{l_1} \right]_{l_1=\lambda_0} \tag{A5}
\]

or

\[
h = \frac{d}{d\lambda} R(\lambda,0)|_{\lambda=\lambda_0},
\]

respectively. To see this connection, it has to be realized that, due to the regularity condition (A2), \( t(\lambda_0) \) is equal to the cyclic shift operator, which shifts the whole lattice to the right by one site. The total momentum operator \( \hat{P} \) is related to the cyclic shift operator according to

\[
e^{i\hat{P}} = t(\lambda_0).
\]

Graphically, \( t(\lambda_0) \) is built from \( L^u(\lambda_0) \) as shown in Fig. 16(a). The way the local Hamiltonian \( H \) emerges by differentiating the nonlocal expression \( F(\lambda) \) is sketched in Fig. 16(b). Since \( F'(\lambda_0) = t(\lambda_0)^{-1}t'(\lambda_0) \), the first row in the figure corresponds to the inverted cyclic shift operator \( t(\lambda_0)^{-1} \) and the second row corresponds to the derivative \( t'(\lambda_0) \). The derivative \( t'(\lambda_0) \) disintegrates into a sum of \( N \) derivatives with respect to each of the tensors \( L(\lambda) \) at sites \( j = 1, \ldots, N \). As shown in the figure, term \( j \) has support at only two sites, \( j \) and \( j + 1 \), and thus corresponds to a two-site term that is related to the derivative \( L'(\lambda_0) \) as formulated in (A6).

Models that emerge in such a way from combinations of fundamental representations are fundamental models. Examples are the spin-1/2 Heisenberg model and the XXZ model. In both cases, \( d = 2 \) and the matrix assumes the form

\[
R(\lambda,\mu) = \begin{pmatrix} 1 & b(\lambda,\mu) & c(\lambda,\mu) \\ b(\lambda,\mu) & c(\lambda,\mu) & 1 \end{pmatrix}.
\]

Also, \( b(\lambda,\mu) \) and \( c(\lambda,\mu) \) are of difference form, i.e., \( b(\lambda,\mu) = b(\lambda - \mu) \) and \( c(\lambda,\mu) = c(\lambda - \mu) \). This yields an \( R \) matrix of difference form as well: \( R(\lambda,\mu) = R(\lambda - \mu) \). Explicitly, the functions \( b \) and \( c \) read

\[
b(\lambda) = \frac{1}{1 + \lambda},
\]

\[
c(\lambda) = \frac{\lambda}{1 + \lambda}
\]

for the Heisenberg model and

\[
b(\lambda) = \frac{\sinh(2i\eta)}{\sinh(\lambda + 2i\eta)},
\]

\[
c(\lambda) = \frac{\sinh(\lambda)}{\sinh(\lambda + 2i\eta)}
\]

for the XXZ model. Evidently, in both cases, \( R(0) = \mathbb{I} \), such that \( \lambda_0 = 0 \). In the case of the Heisenberg model, \( R'(0) = h_{XXX} \) with

\[
h_{XXX} = \frac{1}{2} \left[ \sigma_x \otimes \sigma_x + \sigma_y \otimes \sigma_y + \sigma_z \otimes \sigma_z - \mathbb{I} \right].
\]

In the XXZ case,

\[
h_{XXX}(\Delta) = \frac{1}{2} \left[ \sigma_x \otimes \sigma_x + \sigma_y \otimes \sigma_y + \Delta (\sigma_z \otimes \sigma_z - \mathbb{I}) \right]
\]

is obtained via \( R'(0) = 1/\sin(2\eta) h_{XXX}(\Delta) \) with \( \Delta = \cos(2\eta) \).
Models (fundamental and nonfundamental) with $R$ matrix (A8) are $\mathfrak{gl}(2)$ generalized models. The Bethe ansatz for these models is especially simple and is described in the following.

2. Bethe ansatz for $\mathfrak{gl}(2)$ generalized models

The Yang-Baxter algebra with $R$ matrix (A8) is generated by only four elements, such that the monodromy assumes the form

$$T(\lambda) = \begin{pmatrix} A(\lambda) & B(\lambda) \\ C(\lambda) & D(\lambda) \end{pmatrix}$$

with

$$A(\lambda) = T_0^0(\lambda), \quad C(\lambda) = T_0^1(\lambda), \quad B(\lambda) = T_1^0(\lambda), \quad D(\lambda) = T_1^1(\lambda).$$

The most important commutation relations of the algebra are

$$B(\lambda)B(\mu) = B(\mu)B(\lambda), \quad A(\lambda)B(\mu) = \frac{1}{c(\mu,\lambda)} B(\mu)A(\lambda),$$

$$D(\lambda)B(\mu) = \frac{1}{c(\lambda,\mu)} B(\mu)D(\lambda), \quad D(\lambda)A(\mu) = \frac{b(\mu,\lambda)}{c(\mu,\lambda)} B(\lambda)A(\mu) - B(\lambda)A(\mu).$$

The precondition for the ansatz is that a representation must exist for which there is a pseudovacuum $|\text{vac}\rangle$ that is an eigenstate of $A(\lambda)$ and $D(\lambda)$ and that is annihilated by $C(\lambda)$:

$$A(\lambda)|\text{vac}\rangle = a(\lambda)|\text{vac}\rangle, \quad D(\lambda)|\text{vac}\rangle = d(\lambda)|\text{vac}\rangle, \quad C(\lambda)|\text{vac}\rangle = 0.$$

The goal is to diagonalize the transfer matrix $t(\lambda) = A(\lambda) + D(\lambda)$. Since all transfer matrices commute, $[t(\lambda), t(\mu)] = 0$, they have a common system of eigenvectors. Thus, all eigenvectors are independent of $\lambda$. The eigenvalue problem reads

$$t(\lambda)|\Psi\rangle = \tau(\lambda)|\Psi\rangle.$$

The Bethe ansatz

$$|\Psi(\mu_1, \ldots, \mu_M)\rangle = B(\mu_1) \cdots B(\mu_M)|\text{vac}\rangle$$

fulfills the eigenvalue problem provided that the $\mu_k$ values fulfill the Bethe equations

$$\frac{d(\mu_n)}{d(\mu_n)} = \prod_{j=1}^{M} \frac{c(\mu_n, \mu_j)}{c(\mu_j, \mu_n)} \quad (A11)$$

($n = 1, \ldots, M$). The eigenvalue $\tau(\lambda)$ is then equal to

$$\tau(\lambda) = a(\lambda) \prod_{j=1}^{M} \frac{1}{c(\mu_j, \lambda)} + d(\lambda) \prod_{j=1}^{M} \frac{1}{c(\lambda, \mu_j)}.$$

The proof is obtained by utilizing algebraic relations only and can be gathered from Appendix C. From $\tau(\lambda)$, the eigenvalue of Hamiltonian (A5) is obtained as

$$E = \frac{\tau(\lambda_0)}{\tau(\lambda_0)}.$$

The total momentum is, according to (A7), equal to

$$p = -i \ln \tau(\lambda_0). \quad (A13)$$

3. Bethe ansatz for the Heisenberg model and the XXZ model

In the case of the Heisenberg model and XXZ model, this specializes as follows: the matrices $L^\alpha(\lambda)$ that build up the MPOs $T^\alpha(\lambda)$ have block form. Written out, they read

$$L^0_0(\lambda) = \begin{pmatrix} 1 & 0 \\ 0 & c(\lambda) \end{pmatrix}, \quad L^\alpha_0(\lambda) = \begin{pmatrix} 0 & b(\lambda) \\ b(\lambda) & 0 \end{pmatrix}$$

$$L^0_1(\lambda) = \begin{pmatrix} 0 & b(\lambda) \\ 0 & 0 \end{pmatrix}, \quad L^\lambda_1(\lambda) = \begin{pmatrix} c(\lambda) & 0 \\ 0 & 1 \end{pmatrix}.$$

These MPOs are symmetry conserving in the sense that $T^\alpha(\lambda)$ changes the number of down-spins by $\alpha' - \alpha$. This is due to the local constraint that $[L^\alpha_0(\lambda)]_{ij}^n$ are nonzero only if $\alpha' = \alpha + (k - l)$, as discussed in Sec. II.

Using these considerations, the vacuum state is obviously the state with no down-spins, namely,

$$|\text{vac}\rangle = |0\rangle \otimes \cdots \otimes |0\rangle \quad (0 \equiv \uparrow, 1 \equiv \downarrow).$$

This state is annihilated by $C(\lambda)$ and is an eigenvector of $A(\lambda)$ and $D(\lambda)$ with eigenvalues

$$a(\lambda) = 1, \quad d(\lambda) = c(\lambda)^N.$$

The Bethe ansatz state

$$|\Psi(\mu_1, \ldots, \mu_M)\rangle = B(\mu_1) \cdots B(\mu_M)|\text{vac}\rangle$$

is a state with $M$ down-spins, i.e., with magnetization in the $z$ direction equal to $S_z = \frac{1}{2}N - M$.

The Bethe equations obtained by the algebraic Bethe ansatz are equal to the equations obtained by the coordinate Bethe ansatz. In the case of the Heisenberg model, it is advantageous to introduce variables $z_j$ that are related to $\mu_j$ in (A11) via

$$\mu_j = \frac{z_j - 1}{2i} \quad (A14)$$

for a direct comparison with results of the coordinate Bethe ansatz.\textsuperscript{134–37} in terms of these variables, the Bethe equations read

$$\left(\frac{z_n - i}{z_n + i}\right)^N = \prod_{j=1}^{M}_{j \neq n} \frac{z_n - z_j - 2i}{z_n - z_j + 2i}$$

with $n = 1, \ldots, M$. From the Bethe solutions $\{z_j\}$, the energy is obtained using (A12) as

$$E = \frac{\tau'(0)}{\tau(0)} = -\sum_{j=1}^{M} \frac{4}{z_j^2 + 1}.$$
using the identity
\[
\arctan(z) = \frac{1}{2i} \ln \frac{1 + iz}{1 - iz}
\]
In terms of the magnon momenta \( p_j \), the total momentum reads
\[
p = \sum_{j=1}^{M} p_j
\]
(A16)
and the energy is equal to
\[
E = -2 \sum_{j=1}^{M} (1 - \cos(p_j)).
\]
To solve the Bethe equations, (A15), it is advantageous to bring them to their logarithmic form
\[
Np_n = 2\pi I_n + \sum_{j=1}^{M} \Theta(p_n, p_j),
\]
where
\[
2 \cot \left( \frac{\Theta(p,q)}{2} \right) \equiv \cot \frac{p}{2} - \cot \frac{q}{2}
\]
and \( I_j \) are integers \( \in \{0, \ldots, N\} \). Solutions can then be found iteratively, as described in 36. The ground-state configuration for \( N \) even and \( M = N/2 \) is again found with \( (I_1, \ldots, I_M) = (1,3,\ldots,N-1) \).

**APPENDIX B: ALGEBRAIC BETHE ANSATZ FOR OPEN BOUNDARY CONDITIONS**

The method described for periodic boundary conditions is generalizable to models with open boundary conditions and boundary fields.25,26,40 We resketch here the ansatz for open boundary conditions following Sklyanin26 closely, using a picturesque language.

For the following it is required that the \( R \) tensor fulfills several conditions. To express these, it is convenient to define the permutation operator
\[
P = \sum_{i,j} |i,j\rangle \langle i,j|,
\]
which permutes two indices. Using the matrix notation \( R(\lambda,\mu) \) from Appendix A, i.e., considering the \( R \) tensor as a matrix acting on \( V \otimes V \) with \( V = \mathbb{C}^d \), a variant of the \( R \) tensor with the first two indices permuted can be defined as
\[
\mathcal{R}(\lambda,\mu) = P R(\lambda,\mu). \tag{A17}
\]
The basic assumption is that the \( R \) tensor fulfills the symmetry condition
\[
P R(\lambda,\mu) P = R(\lambda,\mu)
\]
[see Fig. 17(a)]. Then the \( R \) tensor can be expressed by just two crossing arrows and it is not necessary to distinguish between them by marking them with the arguments. In fact, it is assumed in the following that \( R \) is of difference form, i.e., \( R(\lambda,\mu) = R(\lambda - \mu) \). Thus, the tensor \( R(\lambda - \mu) \) is characterized by two crossing arrows together with the argument \( \lambda - \mu \), as shown by the rightmost depiction in

\[
\text{(a)} \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi
\]
\[
\text{(b)} \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi
\]
\[
\text{(c)} \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi
\]
\[
\text{(d)} \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi
\]
\[
\text{(e)} \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi \quad \chi
\]
Accordingly, the partial transposition symmetry condition corresponds to flipping the direction of the “up-down” arrow. In analogy,

\[ [\mathcal{R}(\lambda)]^\rho_\kappa = [\mathcal{R}(\lambda)]^\kappa_\rho, \]

which is equivalent to flipping the direction of the “down-up” arrow. In analogy,

\[ [\mathcal{R}(\lambda)]^\rho_\kappa = [\mathcal{R}(\lambda)]^\kappa_\rho, \]

corresponds to flipping the direction of the “down-up” arrow. Accordingly, the partial transposition symmetry condition

\[ \mathcal{R}(\lambda)^\dagger = \mathcal{R}(\lambda), \]

is expressed by Fig. 17(c).

Further conditions are the unitarity condition

\[ \mathcal{R}(\lambda)\mathcal{R}(-\lambda) = \rho(\lambda) \]

and the crossing unitarity condition

\[ \mathcal{R}(\lambda)^\dagger\mathcal{R}(-\lambda - 2c)^\dagger = \bar{\rho}(\lambda), \]

with \( \rho(\lambda) \) and \( \bar{\rho}(\lambda) \) being some scalar functions of \( \lambda \) and \( c \) denoting a constant characterizing the \( R \) tensor. These conditions are represented by Figs. 17(d) and 17(e).

1. Reflection algebras

As the Bethe ansatz for periodic boundary conditions is based on the Yang-Baxter algebra, the footing of the open boundary conditions ansatz are the reflection algebras \( \mathcal{K}^- (\lambda) \) and \( \mathcal{K}^+ (\lambda) \) spanned by \( \{ \mathcal{K}_{\alpha\beta}^- (\lambda) | \alpha, \beta = 1, \ldots, d \} \) and \( \{ \mathcal{K}_{\alpha\beta}^+ (\lambda) | \alpha, \beta = 1, \ldots, d \} \). The graphical representation of these two algebras is shown in Fig. 18(a); as in the case of the Yang-Baxter algebra, each of the two algebras is considered as a four-index tensor with two “virtual” indices \( \alpha \) and \( \beta \) of dimension \( d \), represented by the horizontal arrows, and two “physical” indices (corresponding to the input and output

\[ \mathcal{R}(\lambda)^\dagger = \mathcal{R}(\lambda). \]

The defining equations for the reflection algebras are the reflection equations, represented by the tensor network in Fig. 18(b). In that figure, each intersection of two lines represents an \( R \) tensor. The argument of the \( R \) tensor is written next to the intersection. Algebraically, the reflection equations read

\[ \mathcal{R}(\lambda - \mu)^\dagger \mathcal{K}^- (\lambda) \mathcal{R}(\lambda + \mu)^2 = \mathcal{K}^- (\mu) \mathcal{K}^- (\lambda) \mathcal{R}(\lambda - \mu)^2 \]

and

\[ \mathcal{R}(\lambda - \mu)^\dagger \mathcal{K}^+ (\lambda) \mathcal{R}(\lambda + \mu)^2 = \mathcal{K}^+ (\mu) \mathcal{K}^+ (\lambda) \mathcal{R}(\lambda - \mu)^2 \]

with

\[ \mathcal{K}^\pm (\lambda) = \mathcal{K}^\pm (\lambda) \mathcal{K}^\pm (\lambda). \]

The outer product “\( \mathcal{K}^\pm (\lambda) \)” is thereby interpreted as in (A3), and \( \mathcal{I} \) is the \( d \times d \) identity matrix.

Using these algebras, it is possible to define a commuting set of transfer matrices via

\[ \tau(\lambda) = \text{tr}(\mathcal{K}^- (\lambda) \mathcal{K}^+ (\lambda)). \]

Graphically, \( \tau(\lambda) \) corresponds to \( \mathcal{K}^- (\lambda) \) and \( \mathcal{K}^+ (\lambda) \) being glued together, as shown in Fig. 19(a). The commutativity of the transfer matrices, \( [\tau(\lambda), \tau(\mu)] = 0 \), can be proven using the unitary and crossing unitary conditions (B1) and (B2) and the reflection equations. The proof is sketched in Fig. 19(b): starting out with \( \tau(\lambda) \tau(\mu) \), the line connecting \( \mathcal{K}^+ (\mu) \) and \( \mathcal{K}^- (\mu) \) can be pulled over the line lying above, which connects \( \mathcal{K}^- (\lambda) \) and \( \mathcal{K}^+ (\lambda) \), using (B2) and over the topmost arrow connecting the two \( \lambda \) algebras using (B1). Next, the network is mirrored vertically by using the reflection equations. Finally, the drawn-out line is pushed back using (B1) and (B2), which leads to \( \tau(\mu) \tau(\lambda) \), as desired.

What remains is to find concrete representations of the reflection algebras. Examples of simple representations with physical dimension \( 1 \) have already been found. More complex representations can be constructed by assembling a known representation with two \( R \) tensors in the way shown in Fig. 20(a). The physical dimension of the new representation is thereby increased by a factor \( d \). That this assembly is indeed a valid representation can be proven using the Yang-Baxter equation and the reflection equations. The proof is sketched in Fig. 21.
Thus, starting out with a simple representation with physical dimension 1 for $\mathcal{K}^-(\lambda)$, a representation with physical dimension $d^N$ is obtained after $N$ iterations with the relation expressed in Fig. 20(a). The structure of the representation after $N$ iterations can be gathered from Fig. 20(b). Assuming a simple representation with physical dimension 1 for $\mathcal{K}^+(\lambda)$ [depicted in Fig. 20(c)], the transfer matrix assumes the form shown in Fig. 20(d).

For the sake of simplicity, we choose the simple representations with physical dimension 1 equal to the identity (which is a valid representation that fulfills the reflection equations). Using the notation for the fundamental representation of the Yang-Baxter algebra introduced in Eq. (A4) and Fig. 13(b), the representations of the algebras $\mathcal{K}^-(\lambda)$ and $\mathcal{K}^+(\lambda)$ look as

\[ \tau(\lambda) = \text{tr} \left[ \mathcal{K}^- (\lambda | \mathcal{K}^- (\lambda)) \right] = \sum_{k_1 \cdots k_N} \langle \alpha | \mathcal{L}^{k_1}_{l_1} (\lambda) \cdots \mathcal{L}^{k_N}_{l_N} (\lambda) | \beta \rangle e^{k_1}_{l_1} \otimes \cdots \otimes e^{k_N}_{l_N} \]

Thus, starting out with a simple representation with physical dimension 1 for $\mathcal{K}^-(\lambda)$, a representation with physical dimension $d^N$ is obtained after $N$ iterations with the relation expressed in Fig. 20(a). The structure of the representation after $N$ iterations can be gathered from Fig. 20(b). Assuming a simple representation with physical dimension 1 for $\mathcal{K}^+(\lambda)$ [depicted in Fig. 20(c)], the transfer matrix assumes the form shown in Fig. 20(d).

For the sake of simplicity, we choose the simple representations with physical dimension 1 equal to the identity (which is a valid representation that fulfills the reflection equations). Using the notation for the fundamental representation of the Yang-Baxter algebra introduced in Eq. (A4) and Fig. 13(b), the representations of the algebras $\mathcal{K}^-(\lambda)$ and $\mathcal{K}^+(\lambda)$ look as

\[ \tau(\lambda) = \text{tr} \left[ \mathcal{K}^- (\lambda | \mathcal{K}^- (\lambda)) \right] = \sum_{k_1 \cdots k_N} \langle \alpha | \mathcal{L}^{k_1}_{l_1} (\lambda) \cdots \mathcal{L}^{k_N}_{l_N} (\lambda) | \beta \rangle e^{k_1}_{l_1} \otimes \cdots \otimes e^{k_N}_{l_N} \]

Thus, starting out with a simple representation with physical dimension 1 for $\mathcal{K}^-(\lambda)$, a representation with physical dimension $d^N$ is obtained after $N$ iterations with the relation expressed in Fig. 20(a). The structure of the representation after $N$ iterations can be gathered from Fig. 20(b). Assuming a simple representation with physical dimension 1 for $\mathcal{K}^+(\lambda)$ [depicted in Fig. 20(c)], the transfer matrix assumes the form shown in Fig. 20(d).

For the sake of simplicity, we choose the simple representations with physical dimension 1 equal to the identity (which is a valid representation that fulfills the reflection equations). Using the notation for the fundamental representation of the Yang-Baxter algebra introduced in Eq. (A4) and Fig. 13(b), the representations of the algebras $\mathcal{K}^-(\lambda)$ and $\mathcal{K}^+(\lambda)$ look as

\[ \tau(\lambda) = \text{tr} \left[ \mathcal{K}^- (\lambda | \mathcal{K}^- (\lambda)) \right] = \sum_{k_1 \cdots k_N} \langle \alpha | \mathcal{L}^{k_1}_{l_1} (\lambda) \cdots \mathcal{L}^{k_N}_{l_N} (\lambda) | \beta \rangle e^{k_1}_{l_1} \otimes \cdots \otimes e^{k_N}_{l_N} \]

Thus, starting out with a simple representation with physical dimension 1 for $\mathcal{K}^-(\lambda)$, a representation with physical dimension $d^N$ is obtained after $N$ iterations with the relation expressed in Fig. 20(a). The structure of the representation after $N$ iterations can be gathered from Fig. 20(b). Assuming a simple representation with physical dimension 1 for $\mathcal{K}^+(\lambda)$ [depicted in Fig. 20(c)], the transfer matrix assumes the form shown in Fig. 20(d).

For the sake of simplicity, we choose the simple representations with physical dimension 1 equal to the identity (which is a valid representation that fulfills the reflection equations). Using the notation for the fundamental representation of the Yang-Baxter algebra introduced in Eq. (A4) and Fig. 13(b), the representations of the algebras $\mathcal{K}^-(\lambda)$ and $\mathcal{K}^+(\lambda)$ look as

\[ \tau(\lambda) = \text{tr} \left[ \mathcal{K}^- (\lambda | \mathcal{K}^- (\lambda)) \right] = \sum_{k_1 \cdots k_N} \langle \alpha | \mathcal{L}^{k_1}_{l_1} (\lambda) \cdots \mathcal{L}^{k_N}_{l_N} (\lambda) | \beta \rangle e^{k_1}_{l_1} \otimes \cdots \otimes e^{k_N}_{l_N} \]
and

\[ \tilde{K}_{\alpha\beta}^-(\lambda) = \sum_{k_1, k_2} \langle \lambda | L_{i_1}^{k_1}(\lambda)^T \cdots L_{i_N}^{k_N}(\lambda)^T | \alpha \rangle \phi_{i_1}^{k_1} \otimes \cdots \otimes \phi_{i_N}^{k_N}, \]

with \( \phi_i^k = |k\rangle |i\rangle \). The representation of \( K^+\) has physical dimension 1 and is equal to the identity with respect to the virtual indices, i.e.,

\[ K_{\alpha\beta}^+(\lambda) = \delta_{\alpha\beta}. \]

The transfer matrix constructed in this way is indeed related to a local Hamiltonian with open boundary conditions. This Hamiltonian is obtained as the derivative of the transfer matrix at the point \( \lambda_0 \) at which the \( R \) tensor is equal to the identity [see (A2)]. Explicitly, the obtained Hamiltonian is of the form

\[ H = \sum_{i=1}^{N-1} h^{(i,i+1)} + \frac{1}{d} \text{tr}_a h^{(N,a)} \]

and related to the transfer matrix via

\[ H = \frac{1}{2d} \tau'(\lambda_0). \]

In (B4), the symbol \( a \) refers to an auxiliary system that is traced out. Using the notation from Appendix A, this relation is seen as follows: the derivative \( \tau'(\lambda_0) \) disintegrates into a sum of \( 2N \) terms, each term containing one tensor differentiated at \( \lambda_0 \) and \( 2N - 1 \) tensors evaluated at \( \lambda_0 \). Due to the regularity condition (A2) of the \( R \) tensor, the tensors evaluated at \( \lambda_0 \) assume the simple form shown in Fig. 16(a). As can be gathered from Figs. 23 and 24, each differentiated tensor at site \( i \) corresponds to a two-site term \( h^{(i,i+1)} \) for \( i = 1, \ldots, N - 1 \) [with \( h \) being defined in (A6)]. For \( i = N \), two indices of the tensor are traced out, which leads to the one-site term, \( \text{tr}_a h^{(N,a)} \).

\[ \tau'(\lambda_0) = \]

\[ \sum_{i=1}^{N-1} h^{(i,i+1)} \]

\[ \text{tr}_a h^{(N,a)} \]

FIG. 23. (Color online) Derivation of the open boundary condition Hamiltonian by a derivative of the transfer matrix shown in Fig. 22(b) at point \( \lambda_0 \). Part I.

2. Bethe ansatz for the XXZ model with open boundary conditions

For the XXZ model, the virtual dimension \( d \) is equal to 2, such that the monodromy can be written in the form

\[ K^-(\lambda) = \left( \begin{array}{cc} A(\lambda) & B(\lambda) \\ C(\lambda) & D(\lambda) \end{array} \right), \]

with

\[ A(\lambda) = K_{00}^-(\lambda), \quad C(\lambda) = K_{10}^-(\lambda), \]

\[ B(\lambda) = K_{01}^-(\lambda), \quad D(\lambda) = K_{11}^-(\lambda). \]

The \( R \) tensor has the form of (A8), with \( b(\lambda) \) and \( c(\lambda) \) being defined by (A9) and (A10). It fulfills the regularity condition (A2) at the point \( \lambda_0 = 0 \), the unitarity condition (B1) with \( \rho(\lambda) = 1 \), and the crossing unitarity condition (B2) with \( c = 2i\eta \) and \( \tilde{c}(\lambda) = 1 - \sin(2\eta)^2 / \sin(2\eta - i\lambda)^2 \). Using representation (B3) for \( K^- \), the \( R \) tensor generates the Hamiltonian

\[ H = \frac{1}{\sinh(2i\eta)} (H_{XXZ}^{abc}(\Delta) - \Delta) \]

with

\[ H_{XXZ}^{abc}(\Delta) = \sum_{N=1}^{N-1} h_{XXZ}(\Delta). \]

The precondition for the Bethe ansatz is that a representation must exist, for which there is a pseudovacuum \( |\text{vac}\rangle \) that is an eigenstate of \( A(\lambda) \) and \( D(\lambda) \) and that is annihilated by \( C(\lambda) \):

\[ A(\lambda)|\text{vac}\rangle = a(\lambda)|\text{vac}\rangle, \]

\[ D(\lambda)|\text{vac}\rangle = d(\lambda)|\text{vac}\rangle, \]

\[ C(\lambda)|\text{vac}\rangle = 0. \]

As argued before, the operator \( C(\lambda) \) annihilates one down-spin, whereas \( A(\lambda) \) and \( D(\lambda) \) keep the number of down-spins.
constant, such that the state with all spins up is a valid pseudovacuum. The goal is now to diagonalize the transfer matrix \( \tau(\lambda) = A(\lambda) + D(\lambda) \). Since all transfer matrices commute, \( [\tau(\lambda), \tau(\mu)] = 0 \), all eigenvectors are independent of \( \lambda \). The eigenvalue problem reads
\[
\tau(\lambda) |\Psi\rangle = \tau(\lambda) |\Psi\rangle.
\]
The Bethe ansatz
\[
|\Psi(\mu_1, \ldots, \mu_M)\rangle = B(\mu_1) \cdots B(\mu_M)|\text{vac}\rangle
\]
fulfills the eigenvalue problem provided that the \( \mu_j \) values fulfill the Bethe equations. The proof is based on the algebraic relations among \( A(\lambda), B(\lambda), C(\lambda) \) and \( D(\lambda) \) and is described in detail in 26.

Defining the momenta \( p_j \) via
\[
p_j = i \ln \frac{\mu_j}{\mu_j + \eta},
\]
the Bethe equations in their logarithmic form read\(^{41,42}\)
\[
(N + 1)p_n = \pi I_n + \Theta(p_n, -p_n) + \sum_{j=1}^M \Theta(p_n - p_j) + \Theta(p_n, p_j),
\]
with \( \Theta(p,q) \) being defined in (A17). The ground state for \( N \) even and \( M = N/2 \) corresponds to \( (I_1, \ldots, I_M) = (1,3,\ldots,N-1) \). The energy eigenvalue of \( H^{\text{XXZ}}_M(\lambda) \) for a configuration \( (p_1, \ldots, p_M) \) is obtained as
\[
E^{\text{XXZ}}_M(\Delta) = -2 \sum_{j=1}^M (\Delta - \cos(p_j)).
\]

**APPENDIX C: ALGEBRAIC DERIVATION OF THE BETHE EQUATIONS**

For completeness, we sketch here the derivation of the Bethe equations using algebraic relations. We thereby follow Korepin et al.\(^2\)

The goal is to find eigenvectors of \( \tau(\lambda) = A(\lambda) + D(\lambda) \) using algebraic relations among \( A(\lambda), B(\lambda), C(\lambda), \) and \( D(\lambda) \). The commutation relations that are required are
\[
B(\lambda) B(\mu) = B(\mu) B(\lambda),
\]
\[
A(\lambda) B(\mu) = f(\lambda, \mu) A(\lambda) B(\mu) + g(\lambda, \mu) B(\lambda) A(\mu),
\]
\[
D(\lambda) B(\mu) = f(\mu, \lambda) B(\mu) D(\lambda) + g(\mu, \lambda) B(\lambda) D(\mu).
\]

Here, the abbreviations \( f(\lambda, \mu) = 1/c(\mu, \lambda) \) and \( g(\lambda, \mu) = -b(\mu, \lambda)/c(\mu, \lambda) \) are used.

The Bethe ansatz reads
\[
|\Psi(\mu_1, \ldots, \mu_M)\rangle = B(\mu_1) \cdots B(\mu_M)|\text{vac}\rangle,
\]
where \( |\text{vac}\rangle \) is a state that is an eigenvector of \( A(\lambda) \) and \( D(\lambda) \) with eigenvalues \( a(\lambda) \) and \( d(\lambda) \) and that is annihilated by \( C(\lambda) \).

\( A(\lambda) \) applied to \( |\Psi(\mu_1, \ldots, \mu_M)\rangle \) using relation (C2) yields, in principle, \( 2^M \) terms, because each commutation of \( A(\lambda) \) with a \( B(\mu_j) \) yields two terms and it takes \( M \) commutations to move \( A(\lambda) \) from left to right. However, these two terms are not arbitrary. Both terms only perform exchange operators: the \( f \) term in (C2) exchanges operators \( A \) and \( B \) but not their arguments; the \( g \) term, on the other hand, exchanges operators \( A \) and \( B \) and their arguments. Due to this, after \( M \) commutations the following conditions must hold:

1. Every term must contain \( M \) \( B \)'s and one \( A \).
2. The \( M + 1 \) coefficients \( (\lambda, \mu_1, \ldots, \mu_M) \) are distributed among the \( M \) \( B \)s and the one \( A \).

Since all \( B \)s commute, there are only two cases: either \( \lambda \) is an argument of \( A \), in which case the term looks like
\[
B(\mu_1) \cdots B(\mu_M) A(\lambda)|\text{vac}\rangle,
\]
or \( \lambda \) is an argument of one of the \( B \)s, so the term is of the form
\[
B(\lambda) \prod_{j \neq n} B(\mu_j) A(\mu_n)|\text{vac}\rangle
\]
with \( n \in \{1, \ldots, M\} \). Thus, the \( 2^M \) terms can be collected into \( M + 1 \) linearly independent terms:
\[
A(\lambda)|\Psi(\mu_1, \ldots, \mu_M)\rangle = \Lambda B(\mu_1) \cdots B(\mu_M) A(\lambda)|\text{vac}\rangle
\]
\[
+ \sum_{n=1}^M \Lambda_n B(\lambda) \prod_{j \neq n} B(\mu_j) A(\mu_n)|\text{vac}\rangle.
\]
What remains to be done is the calculation of the coefficients \( \Lambda \) and \( \Lambda_n \).

Expression (C5) is obviously obtained after \( M \) commutations using the \( f \) term in (C2). The \( g \) term must not be applied, because it introduces a \( B(\lambda) \). Thus
\[
\Lambda = \prod_{j=1}^M f(\lambda, \mu_j).
\]

To obtain (C6), it is convenient to rewrite the Bethe ansatz, (C4), as
\[
|\Psi(\mu_1, \ldots, \mu_M)\rangle = B(\mu_n) \prod_{j \neq n} B(\mu_j)|\text{vac}\rangle.
\]
This is possible for all \( n \), since all \( B \)s commute. Since expression (C6) must not contain \( B(\mu_n) \), the first commutation with \( A(\lambda) \) must be performed using the \( g \) term in (C2). The expression then reads
\[
g(\lambda, \mu_n) B(\lambda) A(\mu_n) \prod_{j \neq n} B(\mu_j)|\text{vac}\rangle.
\]
All further commutations must use the \( f \) term, because another use of the \( g \) term would introduce \( B(\mu_n) \) in the expression again. Thus, the coefficients must be
\[
\Lambda_n = g(\lambda, \mu_n) \prod_{j \neq n} f(\mu_n, \mu_j).
\]

The application of \( D(\lambda) \) to \( |\Psi(\mu_1, \ldots, \mu_M)\rangle \) can be treated in a similar way using relations (C1) and (C3). Again, the application yields \( M + 1 \) terms,
\[
D(\lambda)|\Psi(\mu_1, \ldots, \mu_M)\rangle = \tilde{\Lambda} B(\mu_1) \cdots B(\mu_M) D(\lambda)|\text{vac}\rangle
\]
\[
+ \sum_{n=1}^M \tilde{\Lambda}_n B(\lambda) \prod_{j \neq n} B(\mu_j) D(\mu_n)|\text{vac}\rangle.
\]
The coefficients are
\[ \tilde{\Lambda} = \prod_{j=1}^{M} f(\mu_j, \lambda) \]
and
\[ \tilde{\Lambda}_n = g(\mu_n, \lambda) \prod_{j \neq n} f(\mu_j, \mu_n). \]

Thus, \(|\Psi(\mu_1, \ldots, \mu_M)\rangle\) is an eigenvector of \(\mathcal{A}(\lambda) + D(\lambda)\) if
\[ a(\mu_n)\Lambda_n + d(\mu_n)\tilde{\Lambda}_n = 0 \]
for \(n = 1, \ldots, M\). These relations are the Bethe ansatz equations, which can be written in the form
\[ \frac{d(\mu_n)}{\tilde{a}(\mu_n)} = \prod_{j=1}^{M} \frac{c(\mu_n, \mu_j)}{c(\mu_j, \mu_n)} \]
under the assumption that \(g(\lambda, \mu)\) is an odd function in the sense that \(g(\lambda, \mu) = -g(\lambda, \mu)\) (as is the case for the Heisenberg model and the XXZ model).

The eigenvalue \(\tau(\lambda)\) is obtained as
\[ \tau(\lambda) = a(\lambda)\Lambda + d(\lambda)\tilde{\Lambda}, \]
which can be expressed as
\[ \tau(\lambda) = a(\lambda) \prod_{j=1}^{M} \frac{1}{c(\mu_j, \lambda)} + d(\lambda) \prod_{j=1}^{M} \frac{1}{c(\lambda, \mu_j)}. \]

**APPENDIX D: NUMERICAL STATE APPROXIMATION**

The main building block of the algorithm is the approximation of MPS \(|\Psi_m\rangle\) with a fixed number of \(m\) down-spins and virtual dimension \(D\) by an MPS \(|\tilde{\Psi}_m\rangle\) that also has \(m\) down-spins and virtual dimension \(D < D\) in a way that the distance (4) between the two states is minimal. The state \(|\Psi_m\rangle\) reads
\[ |\Psi_m\rangle = \sum_{k_1, \ldots, k_N} \langle 0|0|A^k_1 \cdots A^k_N|0\rangle|m\rangle|k_1, \ldots, k_N\rangle \]
with \(\langle s|A^k|\beta\rangle s' = [A^k]_{s; s'}\) and \(s' = s+k\). The MPS \(|\tilde{\Psi}_m\rangle\) has the same structure but may be inhomogeneous, i.e., the matrices may be site dependent:
\[ |\tilde{\Psi}_m\rangle = \sum_{k_1, \ldots, k_N} \langle 0|0|\tilde{A}^k_1 \cdots \tilde{A}^k_N|0\rangle|m\rangle|k_1, \ldots, k_N\rangle. \]

We obtain the starting point for the optimization by setting \(|\Psi_m\rangle\) equal to \(|\Psi_m\rangle\) and performing Schmidt decompositions successively for bonds (1, 2) to \((N - 1, N)\), where we keep at each bond only the \(D\) largest Schmidt coefficients. Due to the conservation of the number of down-spins, the Schmidt decomposition with respect to one bond \((j, j+1)\) can be written as
\[ |\tilde{\Psi}_m\rangle = \sum_{\gamma_1, \ldots, \gamma_N} \sum_{\gamma'_{j+1}} \sigma^j_{\gamma, \gamma'} |\Phi^j_{\gamma, \gamma'}\rangle \otimes |\Phi^{m-j}_{\gamma', \gamma''}\rangle. \]

Thereby, states \(|\Phi^j_{\gamma, \gamma'}\rangle\) for \(\gamma \in \{1, \ldots, \Gamma_j\}\) are states acting on the left block (sites 1, \ldots, \(j\)) with a fixed number of \(s\) down-spins.
can be written as
\[ K = \text{const} + \sum_{kk'} (\tilde{A}_j^{kk'}) A_j^{kk'} + \sum_{k} (\tilde{A}_j^k)^\dagger w_j^k. \]
The minimum with respect to \(\tilde{A}_j^k\) is achieved for those values of \(\tilde{A}_j^k\) solving the system of linear equations
\[ \sum_{k'} N_j^{kk'} \tilde{A}_j^{kk'} = w_j^k. \]

The matrix \(N_j^{kk'}\) is a function of \(\tilde{A}_j^k, i \neq j\), and it is equal to the identity if the constraints \(\sum_k (\tilde{A}_j^k)^\dagger \tilde{A}_j^k = \mathbb{I}\) for \(i = 1, \ldots, j - 1\) and \(\sum_k \tilde{A}_j^k (\tilde{A}_j^k)^\dagger = \mathbb{I}\) for \(i = j + 1, \ldots, N\) are fulfilled. These constraints, however, can always be imposed, as argued earlier. By performing the local minimization for \(j\) sweeping between 1 and \(N\) until convergence of \(K\), the global minimum of \(K\) is (usually) obtained and we have found the optimal approximation \(|\tilde{\Psi}_m\rangle\) with maximal bond dimension \(\tilde{D}\) to state \(|\Psi_m\rangle\).

---

*Corresponding author: valentin.murg@univie.ac.at

1H. Bethe, Z. Phys. 71, 205 (1931).


32J. Plunckett, *An Introduction to the Algebraic Bethe Ansatz* (VDM Verlag, Saarbrücken, Germany, 2009).


